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Restriction categories were introduced as a simple equational axiomatisation for categories
of partial maps such as those which arise in the foundations of computability theory.
A restriction structure on a category is given by an operation obeying four simple axioms,
that assigns to each morphism of the category an endomorphism of its domain to be
thought of as the partial identity representing the degree of definition.
In this paper, we show that restriction categories can be seen as a kind of enriched
category; this allows their theory to be studied by way of the enrichment. Unlike most
enrichments, ours is based not on a monoidal category, but rather a weak double category
in the sense of Grandis–Paré, and provides—from a purely mathematical perspective—an
example of such an enrichment arising in nature. Beyond exhibiting restriction categories
as enriched categories, we show that varying the base of this enrichment also allows the
important notions of join and range restriction category to be understood in the same
manner.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The notion of restriction category provides an axiomatic setting for the study of notions of partiality. Whilst partiality
occurs in many places in mathematics, it arises in the foundations of Computer Science quite brutally. The category whose
objects are finite powers of the natural numbers, and whose morphisms are the partial recursive functions is a key example
of a restriction category. That the basic results of computability theory could be proven axiomatically from the algebraic
structure of this restriction category led Di Paola and Heller in [13] to advocate the study of abstract computability or, as they
termed it, “recursion theory without elements”. Different models of computability, such as ones based on (non-standard)
partial combinatory algebras, or coming from domain theory, also form restriction categories, and one can measure the
degree of divergence between these models by comparing properties of the associated restriction categories; see [4] for an
overview.

Concretely, a restriction category is a category equipped with a restriction operator assigning to every morphism
f : A → B an endomorphism f̄ : A → A, to be thought of as the partial identity on A representing the domain of definition
of f . The behaviour of a restriction operator is completely determined by just four equations, which makes this presentation
of partiality particularly amenable to formal reasoning. Beyond their foundational value in computability theory, restriction
categories also find applications in complexity theory [8], and to partial or local structures in mathematics, for example in
inverse semigroup theory [10], and in algebraic and differential geometry [2,7].

The history of the theory of partiality—and, in particular, of the restriction axioms—is complicated, as many differ-
ent groups independently discovered the basic axioms coming from very different perspectives. The restriction axioms
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themselves were discovered very early by Karl Menger [22] who was motivated by partiality in calculus [21] and were sub-
sequently developed abstractly in the semigroup community where the axioms were rediscovered several times. This history
is described in [18,10]. On the categorical side much of the development can be traced to the development of abstract com-
putability and realizability [25,1,13] which stimulated the explicit development of a categorical theory of partiality [24,23].
Partiality, in this development, was often studied within the context of other structure. An early categorical formulation of
“pure” partiality, however, was given by Marco Grandis [15], when, as part of a series of related notions motivated by the
manifold construction, he introduced “e-cohesive categories”. This notion was then rediscovered, with the axiomatisation
given here, and explicitly linked to partiality by the first author and Steve Lack who developed the theory in a series of
papers [5,6,9].

A restriction category is a particular kind of structured category, and so many aspects of ordinary category theory have
“restriction” correlates: thus there are notions of restriction functors and natural transformation, of restriction limits and
colimits, and so on. The generalisation from ordinary categories to restriction categories requires some thought; so, for
example, whilst limits and colimits in ordinary categories behave in a completely dual manner, the same is not true of
restriction limits and restriction colimits—essentially because the notion of restriction category is not self-dual. It is therefore
reasonable to ask how one may justify the validity of these generalisations.

In this article, we answer this question by exhibiting restriction categories as a particular kind of enriched category.
This means that aspects of the theory of restriction categories can be read off from the corresponding aspects of enriched
category theory. Whilst we shall not do this here, we will in subsequent work exploit these observations to define weighted
restriction limits and colimits, using them to exhibit categories of sheaves, of schemes, of manifolds, and so on, as “free
cocompletions in the restriction world”.

In fact, the kind of enrichment we consider is a little more subtle than is standard. Enriched category theory typically
starts with a well-behaved monoidal category V , and considers enriched categories whose homs are not sets but objects
of V ; this is the approach of [19]. In the early 1980s, Walters [28,29] found applications in sheaf theory for a more general
kind of enrichment wherein the monoidal category V is replaced by a bicategory W . The enrichment necessary to describe
restriction categories is more general still, involving an enrichment base which is a weak double category in the sense of [16].
Such enrichments have also featured recently in [14,26].

One advantage of the enriched approach is that we can deal with variants of the notion of restriction category by
appropriately altering the base of the enrichment. In this paper, we show how to do this for the notions of join restriction
category [2,17] and range restriction category [3]. In a join restriction category, compatible parallel families of partial maps
can be patched together: structure which is familiar and important in domain theory and also in algebraic geometry. On
the other hand, in a range restriction category, each morphism gives rise to a partial identity on its codomain as well as on
its domain, which describes the morphism’s range of definition; such structure is again familiar as it arises in Kleene’s first
model of computability.

We now give a brief overview of the contents of this paper. In Section 2 we recall the basic restriction notions, and in-
troduce the (localic, hyperconnected) factorisation system1 on restriction functors. The hyperconnected restriction functors
are, intuitively, those which reflect as well as preserve the restriction structure; the localic morphisms are abstractly charac-
terised as those orthogonal on the left to the hyperconnected ones. However, we are able to provide an explicit description
of the localic morphisms, and also of the (localic, hyperconnected) factorisation of a restriction functor.

In Section 3, we recall the fundamental functor associated to every restriction category C; this is a canonical restriction
functor from C into a particular restriction category S . We give a universal characterisation of the fundamental functor by
showing that it is, to within isomorphism, the unique hyperconnected functor C → S .

In Section 4, we recall the construction which assigns a 2-category Γ C to any restriction category C; we see that the
hyperconnected restriction functors C → D correspond to the 2-functors Γ C → ΓD which are local discrete fibrations
(discrete fibrations on each hom-category). Combining this with the results of Section 2, we show that the definition of
restriction category can be recast in purely 2-categorical terms: a restriction category corresponds to a local discrete fibration
of 2-categories whose codomain is Γ S .

In Section 5, we break off briefly to describe the appropriate notions of enrichment required for our main result; and
then in Section 6, we give that result, exhibiting restriction categories, functors and natural transformations as enriched
categories, functors and natural transformations over a suitable enrichment base. We make essential use of a result due
to Richard Wood in collaboration with the first author,2 characterising local discrete fibrations over a given 2-category as
categories enriched in an associated bicategory.

Finally, in Sections 7 and 8, we show how the notions of range and join restriction category, as described above, can also
be captured as categories enriched over a suitably modified base.

2. Restriction categories and the (localic, hyperconnected) factorisation

We begin by recalling from [5] some basic facts and results. A restriction category is a category C equipped with an
operation assigning to each map f : A → B in C a map f̄ : A → A, subject to the four axioms:

1 While this factorisation has clear categorical precedents, we were not able to find reference to it in the inverse or restriction semigroup literature.
2 Unpublished, though advertised in [30].
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(R1) f f̄ = f for all f : A → B;
(R2) f̄ ḡ = ḡ f̄ for all f : A → B and g : A → C ;

(R3) g f̄ = ḡ f̄ for all f : A → B and g : A → C ;
(R4) ḡ f = f g f for all f : A → B and g : B → C .

A functor F :C →D between restriction categories is a restriction functor if F f̄ = F f for all f : A → B in C . The restriction
categories and restriction functors are the objects and 1-cells of a 2-category rCat, whose 2-cells are total natural transfor-
mations; a map f : A → B in a restriction category is called total if f̄ = 1A , and a natural transformation is called total if all
its components are.

The examples that follow are drawn from [5, §2.1.3].

Examples 2.1.

(i) The category Setp of sets and partial functions is a restriction category, where to each partial function f : A ⇀ B we
assign the partial function f̄ : A ⇀ A defined by taking f̄ (a) to be a if f (a) is defined, and to be undefined otherwise.

(ii) The category Rec with objects, the natural numbers, and morphisms n → m, partial recursive functions Nn → Nm , is a
restriction category; the restriction structure is as in (i), bearing in mind that f̄ will be partial recursive whenever f is.
Rec is the canonical example of a Turing category: for more details, see [4].

(iii) The category Topp , of topological spaces and continuous functions defined on some open subset of their domain, is a
restriction category. The restriction structure is given as in (i).

(iv) Generalising (i) and (iii), let D be a category equipped with a class M of monics which is closed under composition,
stable under pullback, and contains the identities. There is a restriction category Par(D,M) with objects those of D,
and as morphisms X −�→ Y , isomorphism-classes of spans f : X ← Z → Y : g with left leg in M. The restriction of such
a span ( f , g) is ( f , f ) : X −�→ X .

(v) An inverse monoid is a monoid M such that, for each x ∈ M , there exists a unique element x∗ , the partial inverse of x,
satisfying xx∗x = x and x∗xx∗ = x∗; the basic example is the set of injective partial endofunctions of some set A. An
inverse monoid can be seen as a one object restriction category where the restriction structure is given by x̄ = xx∗ .
More generally, an inverse category is a restriction category in which every map x is a partial isomorphism, meaning that
there is a map x∗ such that x̄ = x∗x and x∗ = xx∗; such partial inverses can be shown to be unique if they exist. Inverse
categories stand in the same relationship to restriction categories as groupoids do to ordinary categories; a one object
inverse category is an inverse monoid.

(vi) Consider the category S whose objects are meet-semilattices, and whose morphisms from A to B are stable maps
A ← B (note the reversal of direction); here, a stable map of meet-semilattices is one that preserves binary meets, but
not necessarily the top element. S is a restriction category under the structure which to a stable map f : A ← B assigns
the morphism f̄ : A ← A given by f̄ (a) = a ∧ f (�). This restriction category in fact has a privileged role in the theory,
which will be made clear in Section 3 below.

The following result gives some basic consequences of the definition of restriction category that we will need later; the
(essentially trivial) proofs can be found in Lemmas 2.1 and 2.2 of [5].

Lemma 2.2. Let C be a restriction category. We have that

(i) each f̄ is idempotent, and ¯̄f = f̄ ;
(ii) ḡ f = g f ;

(iii) total maps are closed under composition;
(iv) if g f is total then f is total.

Maps of the form f̄ in a restriction category are called restriction idempotents; by (ii) above, they are equally well the
endomorphisms e satisfying ē = e. We write O(A) for the set of restriction idempotents on an object A. When C = Setp ,
O(A) is isomorphic to the power-set of A; when C = Topp , O(A) is isomorphic to the open-set lattice of A; when C =
Par(D,M), O(A) is the set of M-subobjects of A; when C = Rec, O(n) is isomorphic to the set of recursively enumerable
subsets of Nn; and when C = S , O(A) is isomorphic to A itself.

Note also that, if C is a restriction category, we may partially order each of its homsets by taking f � g just when
g f̄ = f ; the informal meaning being that f is obtained from g by restricting it to some smaller domain of definition. This
partial ordering is preserved by composition, and also by the action on homs of any restriction functor.

We now introduce a class of restriction functors which will play an important role in what follows. Any restriction
functor F :C → D sends restriction idempotents to restriction idempotents, and so induces, for each A ∈ C a mapping
O(A) → O(F A). We define F to be hyperconnected if each such mapping is an isomorphism. Our terminology is drawn
from topos theory, where a geometric morphism f :E →F is called hyperconnected if its inverse image functor f ∗ :F → E
induces isomorphisms of subobject lattices SubF (A) → SubE ( f ∗ A) for every A ∈ E . We can make the analogy precise: to
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each topos E we can associate the restriction category Par(E,M) as in Example 2.1(iii), with M the class of all monomor-
phisms in E ; and to each geometric morphism f :E → F , we can, via its inverse image part, associate a restriction functor
Par(F ,M) → Par(E,M). This restriction functor will be hyperconnected just when the original f is a hyperconnected
geometric morphism.

In the topos-theoretic context, we have a factorisation system (hyperconnected, localic); in the restriction setting, we
have a corresponding factorisation (localic, hyperconnected). Note the reversal of the two classes: this is because restriction
functors point in the “algebraic” direction whereas topos morphisms point in the opposite, “geometric” direction. In the
restriction setting, we define a restriction functor F :C → D to be localic just when it is bijective on objects, and for every
map g : F A → F B in D, the poset of maps f : A → B in C with g � F f is downwards-directed (in particular, nonempty).

Proposition 2.3. Localic and hyperconnected restriction functors are orthogonal.

In the following proof, and throughout the rest of the paper, we will use the symbol . to denote composition of maps.

Proof. Given a commutative square in rCat as in

C H

F

E

G

D
K

J

F

with F localic and G hyperconnected, we must show that there is a unique filler J as indicated making both triangles com-
mute. We do so at the level of objects by taking J X = H X̃ , where X̃ is the unique object of C with F X̃ = X . On morphisms,
given f : X → Y in D, we note first that K X = K F X̃ = G H X̃ , so that K f ∈ O(G H X̃); now since G is hyperconnected, there
is a unique e ∈ O(H X̃) with Ge = K f . Furthermore, since F is localic, there exists a morphism h : X̃ → Ỹ in C with f � F h,
and we now define J f = Hh.e.

Note that f � F h implies K f � K F h, whence G J f = G Hh.Ge = K F h.K f = K f , showing that the lower-right triangle
commutes. Now G( J f ) = G J f = K f = Ge, whence by hyperconnectedness, J f = e. It follows that the definition of J f is
independent of the choice of h; for if h′ is another map with f � F h′ , then by directedness, there exists h′′ � h,h′ with
f � F h′′ , and by symmetry, it now suffices to show that Hh.e = Hh′′.e. But both are � Hh, and both have the same
restriction e, and so must coincide. It also follows that the upper triangle commutes; for when f = F g above, we have
e = H g , and may take h = g , whence J F g = H g.H g = H g , as required.

We now show that J is functorial. When f = 1X above, we have e = 1 J X , and may take h = 1 X̃ ; whence J (1X ) = 1 J X

as required. When f = f1. f2, with J f1 = Hh1.e1 and J f2 = Hh2.e2, say, then we have J ( f1. f2) = Hh1.Hh2.e, where

Ge = K f1.K f2. But by Lemma 2.2(ii), K f1.K f2 = K f1.K f2 = Ge1.K f2 = Ge1.G J f2 = G(e1. J f2), whence e = e1. J f2 by hy-
perconnectedness. So now we have J ( f1. f2) = Hh1.Hh2.e = Hh1.Hh2.e1. J f2 = Hh1.Hh2.e1.Hh2.e2 = Hh1.Hh2.e1.Hh2.e2 =
Hh1.e1.Hh2.e2 = J f1. J f2 as required.

Finally, we must verify that J is the unique diagonal filler for this square. Suppose that J ′ were another such. Clearly
J X = J ′ X on objects; on morphisms, given f : X → Y in D as above, we choose h with f � F h, and now J f � J F h = Hh
and J ′ f � J ′ F h = Hh. But G( J ′ f ) = K f = Ge implies J ′ f = e = J f and so J f = Hh. J f = Hh. J ′ f = J ′ f , as required. �
Proposition 2.4. rCat admits (localic, hyperconnected) factorisations.

Proof. We need to construct a factorisation

C H−→ E K−→ D

for any restriction functor F :C → D. We take the category E to have the same objects as C , and morphisms x → y being
equivalence classes of pairs ( f , g) where f : x → y in C and g : F x → F y in D with g � F f ; the equivalence relation relates
( f , g) and ( f ′, g) just when there exists a pair ( f ′′, g) with f ′′ � f , f ′ . The restriction of the equivalence class [ f , g] is
[ f̄ , ḡ] = [1x, ḡ]; the functor H is the identity on objects and on morphisms sends f to [ f , F f ]; whilst K acts as F does on
objects, and on morphisms sends [ f , g] to g . The remaining details are straightforward. �

In fact, the localic and hyperconnected restriction functors enjoy a stronger orthogonality property than that described
above, by virtue of the following result.

Proposition 2.5. Each localic morphism is a codiscrete cofibration in rCat; which is to say that, whenever α : H ⇒ G F is a 2-cell in
rCat with F localic, there exists a unique J :D → E and 2-cell β : J ⇒ G with J F = H and β F = α, so that
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C

F

H

α

E

D
G

=
C

F

H

β

E

D

J

G

Proof. On objects, we define J X = H X̃ where, as before, X̃ is the unique object of C with F X̃ = X . We take β to have
components βX = α X̃ : J X = H X̃ → G F X̃ = G X . To define J on morphisms, given f : X → Y in D, we let e = G f .βX ,

choose some h : X̃ → Ỹ with f � F h, and now define J f = Hh.e. Note that G f .βX � G F h.βX = βY .Hh = βY .Hh = Hh (using
again Lemma 2.2(ii)), whence J f = e. It follows as in the proof of Proposition 2.3 that the definition of J is independent
of the choice of h, that J F = H , and that J is a functor. Clearly β F = α, and it only remains to show that β is in fact
natural in f . Given f as above, we have J f = Hh.e as before. But now βY . J f = αỸ .Hh.e = G F h.α X̃ .e = G F h.βX .G f .βX =
G F h.G f .βX = G f .βX as required. �

We thus obtain the following “enhanced” orthogonality property of localic and hyperconnected morphisms.

Corollary 2.6. Given a 2-cell α : G H ⇒ K F in rCat with F localic and G hyperconnected, there is a unique J :D → E and β : G J ⇒ K
with J F = H and β F = α, so that

C H

F α

E

G

D
K

F

=
C H

F
β

E

G

D
K

J

F

Proof. Apply Propositions 2.3 and 2.5. �
3. The fundamental functor

In this section, we explain the privileged role that the restriction category S of Examples 2.1(vi) plays in the theory.
A construction given in [5, §4.1] shows that every restriction category C admits a canonical restriction functor O :C → S ,
called the fundamental functor of C . The following proposition summarises the main points of the construction.

Proposition 3.1. Let C be a restriction category.

(i) For each A ∈ C , the set O(A) of restriction idempotents on A is a meet-semilattice, with top element 1A : A → A and meet
e ∧ e′ = ee′ .

(ii) For each map f : A → B in C , the function f ∗ :O(A) ←O(B) given by e �→ ef is a stable map of meet-semilattices.
(iii) The assignations A �→ O(A) and f �→ f ∗ are the action on objects and morphisms of a functor O :C → S , the fundamental

functor of C .
(iv) The fundamental functor is a restriction functor.

Proposition 3.2. The fundamental functor O :C → S of a restriction category C is a terminal object of rCat(C,S).

Proof. We construct, for each restriction functor F :C → S , a total natural transformation γ : F ⇒ O. Its component
γA : F (A) ← O(A) is given by γA(e) = F e(�); this is top-preserving, since γA(�) = (F 1A)(�) = �, and binary-meet-
preserving, since γA(e ∧ e′) = γA(ee′) = F e′(F e(�)) = F e′(�) ∧ F e(�), the last equality holding because F e′ is a restriction
idempotent. To show naturality, let f : B → A in C; then F f (γA(e)) = F f (F e(�)) = F f .F e(�) = F (ef )(�) = γB( f ∗e) as re-
quired. To show the uniqueness of γ , observe that for any δ : F ⇒O and any restriction idempotent e : A → A in C , we have
a naturality square as on the left in:

O(A)

e∗

δA F (A)

F e

� �

O(A)
δA

F (A) e δA(e) = F e(�)

Evaluating at � ∈ O(A), and observing that δA(�) = �, as γ is total, we obtain the square on the right, which shows that
necessarily δA(e) = F e(�). �

By the preceding proposition, for any restriction functor F :C → D, there is a unique total natural transformation ϕ
fitting into a triangle
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C F

O ϕ

D

O
S

(3.1)

The components of ϕ are the mappings O(A) →O(F A) sending e to F e, so that ϕ is invertible just when F is a hypercon-
nected restriction functor.

Proposition 3.3. Let C be a restriction category, and F :C → S a restriction functor. Then the following are equivalent:

(i) F is hyperconnected;
(ii) F is a terminal object in the category rCat(C,S);

(iii) F has a (necessarily unique) isomorphism to the fundamental functor of C .

Proof. By the preceding result, the fundamental functor OC of C is a terminal object of rCat(C,S) and so there is a unique
total transformation γ : F ⇒ OC ; asking this to be invertible is equivalent both to (ii) and to (iii). To show that it is also
equivalent to (i), we decompose γ as a composite 2-cell

C F

OC ϕ
δ

S
OS

idS

where ϕ is as above, and δ is obtained using terminality of the fundamental functor of S . For any X ∈ S , the component
δX : X ←OS (X) is the map sending ϕ to ϕ(�), and this is invertible, with inverse OS (X) ← X sending e to e ∧ (–). Thus δ

is invertible, from which it follows that γ is invertible just when ϕ is—which is to say, just when F is hyperconnected. �
The following result gives our first reformulation of the notion of restriction category; in and of itself it is of scant

interest, but it prepares the ground for our second reformulation in the following section.

Proposition 3.4. The 2-category rCat of restriction categories is 2-equivalent to the 2-category rCat′ whose objects are hypercon-
nected restriction functors F :C → S , whose morphisms are diagrams

C H

F γ

D

G

S

in rCat, and whose 2-cells (H, γ ) → (H ′, γ ′) are total natural transformations θ : H → H ′ with γ ′.Gθ = γ .

Proof. There is an obvious forgetful 2-functor U : rCat′ → rCat. It follows easily from the fact that a hyperconnected mor-
phism into S is terminal in its hom-category that U is 2-fully faithful; it is moreover surjective on objects, since every
restriction category admits a hyperconnected morphism to S , namely, its fundamental functor. �
Remark 3.5. Note that rCat′ is the full sub-2-category of the lax slice 2-category rCat//S whose 0-cells are the hypercon-
nected functors. Thus we may write rCat′ = rCat//h S . This occasions various remarks:

(1) rCat′ is, in fact, a reflective sub-2-category of the lax slice 2-category. Given a restriction functor C → S , its reflection
into rCat′ is the hyperconnected part of its (localic, hyperconnected) factorisation, whilst given a lax triangle over S , its
reflection into rCat′ is obtained using the enhanced orthogonality property of Corollary 2.6.

(2) It also follows from Corollary 2.6 that the lax slice rCat//S is 2-equivalent to the full sub-2-category of rCat→ (the strict
arrow category) whose objects are the localic morphisms.

(3) For any restriction category Y we can form rCat//hY as a reflective sub-2-category of the lax slice 2-category. The objects
of this 2-category are then restriction categories with a “fundamental functor” to Y: this means its lattices of restriction
idempotents “live” in the restriction category Y. Thus, for example, if Y = Topp then each idempotent semilattice O(X)

would be identified with the locale of open sets of a topological space and, furthermore, each map would have to
behave like a partial continuous map on these open sets.
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4. Restriction categories as local discrete fibrations

As we have already seen, the homs of any restriction category can be partially ordered in a manner which is preserved
by composition. This allows us to view each restriction category as a locally partially ordered 2-category; as each restriction
functor preserves these partial orders, we therefore obtain a forgetful 2-functor Γ : rCat → 2-Cat from the 2-category of
restriction categories to the 2-category of 2-categories. In this section, we study the relationship between this forgetful
functor and the notions introduced in the previous section.

We first describe a class of maps in 2-Cat which correspond to the hyperconnected morphisms in rCat. Recall that
a functor p :E → B is called a discrete fibration if, for every e ∈ E and map γ : b → pe in B, there exists a unique map
γ ′ in E with p(γ ′) = γ . A 2-functor F :K → L between 2-categories is called a local discrete fibration if each functor
K(X, Y ) →L(F X, F Y ) is a discrete fibration.3

Proposition 4.1. A restriction functor F :C →D is hyperconnected if and only if Γ F :Γ C → ΓD is a local discrete fibration.

Proof. Suppose first that F is hyperconnected. We must show for each A, B ∈ C that the functor (Γ F )A,B : (Γ C)(A, B) →
(ΓD)(F A, F B) is a discrete fibration. Thus given g ∈ C(A, B) and k � F g in D(F A, F B), we must show that there is a unique
f � g in C(A, B) with F f = k. Because F is hyperconnected, there exists a unique e ∈ O(A) with F e = k. Now take f = ge;
clearly we have f � g , and moreover F f = F g.F e = F g.k = k. Finally, if f ′ � g with F f ′ = k, then from F ( f ′) = F f ′ = k = F e
we deduce that f ′ = e, so that f ′ = g f ′ = ge = f , as required.

Suppose conversely that Γ F is a local discrete fibration. We must show that for each A ∈ C , the induced mapping
O(A) → O(F A) is an isomorphism. So let e : F A → F A be a restriction idempotent. We have e � F (1A) and so a unique
e′ : A → A with e′ � 1A and F e′ = e. We have e′ = 1A .e′ = e′ , so that e′ is a restriction idempotent over e; moreover, if e′′ is
another restriction idempotent over e then e′′ � 1A and F e′′ = e imply that e′′ = e by uniqueness of liftings. �
Remark 4.2. The discrete fibrations are the right class of the comprehensive factorisation system [27] on Cat, whose corre-
sponding left class comprises the final functors. As both discrete fibrations and final functors are stable under finite products,
the comprehensive factorisation induces on 2-Cat a factorisation system (bijective on objects and locally final, local discrete
fibration). In light of the preceding result, applying this factorisation to maps in the image of Γ yields the (localic, hyper-
connected) factorisations described in Proposition 2.4 above.

The importance of local discrete fibrations is that they allow us to lift restriction structure from the codomain to the
domain:

Proposition 4.3. Let D be a restriction category, C a 2-category, and F :C → ΓD a local discrete fibration. There is a unique restriction
category Ĉ and a unique restriction functor F̂ : Ĉ →D such that Γ Ĉ = C and Γ F̂ = F .

Proof. First observe that, because ΓD is locally partially ordered and F is a local discrete fibration, C is also locally partially
ordered. We take the underlying category of Ĉ to be the underlying 1-category of C , and equip it with the following
restriction structure. For each map f : A → B in C , we have F f � F (1A) ∈ D(F A, F A) and so, because F is a local discrete
fibration, have a unique f̄ � 1X in C(A, A) with F ( f̄ ) = F f . We now check the axioms (R1)–(R4):

(R1) f̄ � 1A implies f f̄ � f ; and since F ( f f̄ ) = F f .F f̄ = F f .F f = F f , we conclude by the uniqueness of liftings that
f f̄ = f .

(R2) f̄ � 1A and ḡ � 1A implies f̄ ḡ � 1A and ḡ f̄ � 1A . But F (ḡ f̄ ) = F g F f = F g F f = F ( f̄ ḡ) and so by uniqueness of
liftings, ḡ f̄ = f̄ ḡ .

(R3) Now we have g f̄ � 1A and ḡ f̄ � 1A , but F (g f̄ ) = F g.F f = F g.F f = F (ḡ f̄ ), whence by uniqueness of liftings, g f̄ = ḡ f̄ .
(R4) Finally, we have ḡ f � f and f g f � f , but F (ḡ f ) = F f .F g = F f .F g.F f = F ( f g f ), whence again by uniqueness of

liftings, ḡ f = f g f .

Thus Ĉ is a restriction category as required. To show that Γ Ĉ = C , we must check that f � g in C(A, B) just when g f̄ = f .
Now because f̄ � 1A , we also have g f̄ � g , and so g f̄ = f implies f � g . Conversely, if f � g , then also F f � F g , which
is to say that F g.F f = F f . But now we have f � g and also g f̄ � g , but F (g f̄ ) = F g.F f = F f , whence, by uniqueness of
liftings, g f̄ = f . Finally, it is clear that F lifts to a restriction functor F̂ : Ĉ →D.

It remains to show that Ĉ and F̂ are unique over C and F . So suppose there is given some other restriction structure
f �→ f̃ inducing the 2-category structure of C . Then for each f : A → B , we have f̃ � 1A and f̄ � 1A ; but now F ( f̃ ) = F f =
F ( f̄ ) and so by uniqueness of liftings, we have f̃ = f̄ . Thus Ĉ is unique; the uniqueness of F̂ is now immediate. �

3 In general, if ϕ is some property of functors, then a 2-functor F :K → L may be called locally ϕ if each K(X, Y ) → L(F X, F Y ) is ϕ .
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The preceding two results allow us to reformulate the notion of hyperconnected restriction functor in purely 2-categorical
terms. The following result allows us to do similarly for the notion of total natural transformation; in its statement, recall
that a map f in a 2-category K is called a discrete fibration if for each X ∈ K, the functor K(X, f ) is a discrete fibration of
categories.

Proposition 4.4. Let C be a restriction category. A map f : A → B in C is total if and only if it is a discrete fibration in Γ C .

Proof. If f : A → B is a discrete fibration in Γ C , then in particular, composition with it reflects identity 2-cells; whence
from f̄ � 1A and f . f̄ = f = f .1A we deduce that f̄ = 1A , so that f is total. Suppose conversely that f is total. We must
show that for every b : X → B and a : X → A with b � f a, there exists a unique c � a with f c = b. Because b � f a, we have
b = f ab, so that taking c = ab, the above two conditions are clearly satisfied. To show uniqueness of c, suppose that d � a

with f d = b. Then we have b = f d = f̄ d = d by totality of f and Lemma 2.2(ii) so that d = ad = ab = c as desired. �
Combining the above results, we have:

Theorem 4.5. The 2-category rCat of restriction categories is 2-equivalent to the 2-category rCat′′ whose objects are local discrete
fibrations F :C → Γ S; whose 1-cells are diagrams

C H

F γ

D

G

Γ S

with H a 2-functor and γ a 2-natural transformation whose components are discrete fibrations; and whose 2-cells (H, γ ) → (H ′, γ ′)
are 2-natural transformations θ : H → H ′ with γ ′.Gθ = γ .

Proof. It suffices to show that rCat′′ is 2-equivalent to the 2-category rCat′ of Proposition 3.4. By Proposition 4.1, each
hyperconnected morphism F :C → S induces a local discrete fibration Γ F :Γ C → Γ S , and by Proposition 4.4, this assigna-
tion provides the action on objects of a 2-functor rCat′ → rCat′′ . By Propositions 4.1 and 4.3, this 2-functor is surjective on
objects; we claim it is also 2-fully faithful. To show fully faithfulness on 1-cells, consider a diagram

Γ C H

Γ F γ

ΓD

Γ G

Γ S

in 2-Cat, with all components of γ discrete fibrations. By Proposition 4.4, each γA is a total map. We must show that
H = Γ Ĥ for a unique restriction functor Ĥ :C → D; it will then follow that γ is the image under Γ of the unique total
natural transformation G Ĥ → F . Clearly Ĥ must be defined as H is on objects and morphisms, and so all that is needed is
to verify that H f = H f̄ for each f : A → B in C . Since H f � 1H A and H f̄ � 1H A , both are restriction idempotents on H A
in D; since G is hyperconnected, it suffices to show that G(H f ) = G H f̄ in S . Observe first that, for any map k : X → Y in C ,
we have G Hk = γY .G Hk = γY .G Hk = Fk.γX , using naturality and totality of γ together with Lemma 2.2(ii). Using this and
the fact that F and G are restriction functors, we calculate that

G(H f ) = G H f = F f .γA = F f .γA = F f̄ .γA = G H f̄ = G H f̄

in S , as required. This shows that U : rCat′ → rCat′′ is fully faithful on 1-cells. As for 2-cells, suppose we are given
θ : (Γ H,Γ γ ) ⇒ (Γ H ′,Γ γ ′) : (Γ C,Γ F ) → (ΓD,Γ G) in rCat′′ . We must show that θ = Γ θ̂ for a unique θ̂ , which will
clearly be the case so long as θ has total components in D. Since G is hyperconnected, it reflects totality, and so it is
enough to show that each GθX is a total map of S . But γ ′

X .GθX = γX in S , and γX and γ ′
X are both total, whence also GθX

by Lemma 2.2(iv). �
5. Notions of enriched category

We are now in a position to explain how restriction categories may be viewed as enriched categories, but before doing
so, must break off to discuss briefly the notion of enrichment we shall need, which, as explained in the introduction, is
a little more subtle than usual. If V is a monoidal category, there is a well-known notion of category enriched in V or
V-category [19], whose homs are given by objects from V rather than by sets. It was first in the work of Walters [29] that
it was realised that a more general kind of enrichment was fruitful, in which the monoidal category V is replaced by a
bicategory W . In this case, a W-category C is given by:
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• a set of objects obC;
• a function |–| : obC → obW ;
• for each x, y ∈ obC , a 1-cell C(x, y) : |x| → |y| in W ;
• for each x ∈ obC , a 2-cell jx : 1|x| ⇒ C(x, x) in W ; and
• for each x, y, z ∈ obC , a 2-cell mxyz :C(y, z) ⊗ C(x, y) ⇒ C(x, z) in W

with j and m satisfying the usual associativity and unitality axioms; there are corresponding notions of W-functor and
W-transformation. The use to which Walter put these concepts was in representing sheaves on a given locale (more gener-
ally, site) as categories enriched in an associated bicategory W .

For our purposes, it turns out that whilst we may identify restriction categories with W-categories for a suitable W ,
this correspondence does not extend to the functors and natural transformations between them; there are more restriction
functors between two restriction categories than there are W-functors between the corresponding W-categories. To rectify
this, we will consider enrichment over a yet more general kind of base, namely that of a weak double category. Enrichments
of this and even more general sorts were considered in [20].

Recall from [16] that a weak double category W is a pseudo-category object in Cat: it is given by collections of objects
A, B, . . . , vertical morphisms f , g, . . . : A → B , horizontal morphisms U , V , . . . : A −�→ B and cells

A

f

|U

α

C

g

B |
V

D

(5.1)

together with composition and identity operations for vertical and horizontal arrows, and for cells along vertical and hori-
zontal boundaries. Composition of vertical arrows is strictly associative and unital, whilst that of horizontal arrows is only
associative and unital up to globular cells: ones whose vertical boundaries are identities. Every bicategory can be seen as
a weak double category with only identity vertical arrows; conversely, the objects, horizontal arrows, and globular cells in
any weak double category form a bicategory, the underlying bicategory of the weak double category.

We now describe the notions of category, functor and natural transformation enriched in a weak double category W.
Firstly, a W-category is simply a category enriched over the underlying bicategory of W. For W-categories C and D,
a W-functor C →D is given by:

• a function H : obC → obD;
• vertical morphisms Hx : |x| → |Hx| for each x ∈ obC;
• cells

|x|
Hx

|C(x,y)

Hx,y

|y|
H y

|Hx| |
D(Hx,H y)

|H y|
for each x, y ∈ obC , satisfying the two functoriality axioms

|x| |
1|x|

jx

|x|

|x|
Hx

|
C(x,x)

Hx,x

|x|
Hx

|Hx| |
D(Hx,Hx)

|Hx|

=

|x|
Hx

|
1|x|

1Hx

|x|
Hx

|Hx| |
1|Hx|

jHx

|Hx|

|Hx| |
D(Hx,Hx)

|Hx|
and

|x|
Hx

|
C(x,y)

Hx,y

|y|
H y

|
C(y,z)

H y,z

|z|
Hz

|Hx| |
D(Hx,H y)

|H y| |
D(H y,H z)

mHx,H y,H z

|H z|

|Hx| |
D(Hx,H z)

|H z|

=

|x| |
C(x,y) |y|

mx,y,z

|
C(y,z) |z|

|x|
Hx

|
C(x,z)

Hx,z

|H z|
Hz

|Hx| |
D(Hx,H z)

|H z|
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We can compose W-functors in an evident way, and so obtain a category W-Cat of W-categories and W-functors. Now a
W-natural transformation α : H ⇒ K :C →D is given by a collection of cells

|x|
Hx

|
1|x|

αx

|x|
Kx

|Hx| |
D(Hx,K x)

|K x|
satisfying the following naturality axiom for all x, y ∈ obC .

|x| |
C(x,y)

∼=
|y|

|x|
Hx

|
1|x|

αx

|x|
Kx

|
C(x,y)

Kx,y

|y|
K y

|Hx| |
D(Hx,K x)

mHx,K x,K y

|K x| |
D(K x,K y)

|K y|

|Hx| |
D(Hx,K y)

|K y|

=

|x| |
C(x,y)

∼=
|y|

|x|
Hx

|
C(x,y)

Hx,y

|y|
H y

|
1|y|

αy

|y|
K y

|Hx| |
D(Hx,H y)

mHx,H y,K y

|H y| |
D(H y,K y)

|K y|

|Hx| |
D(Hx,K y)

|K y|
W-transformations H ⇒ K and K ⇒ L compose by placing their 2-cell data horizontally adjacent and using the unit con-
straints of W; the precomposition of a W-transformation by a W-functor is defined by substitution; whilst postcomposition
of a W-transformation by a W-functor is given by placing their 2-cell data vertically adjacent. In this way, the W-categories,
W-functors and W-natural transformations form a 2-category W-Cat. In particular, when W is the weak double category
associated to a bicategory W , we obtain a 2-category W-Cat of W-categories, W-functors and W-transformations, as
in [29].

6. Restriction categories as enriched categories

We now return to the task of exhibiting restriction categories as enriched categories. The one remaining ingredient
we require is a construction due to Brian Day [11]. Given a locally small 2-category K, we consider the bicategory PK
whose objects are those of K, and whose hom-categories are given by PK(A, B): = [K(A, B)op,Set]. Writing Y for the
Yoneda embedding into a presheaf category, the identity map in PK(B, B) is the representable Y(1B), and composition
PK(B, C)×PK(A, B) →PK(A, C) is Day convolution: it is determined by the requirement that it be cocontinuous in each
variable and defined on representables by Y g.Y f = Y(g. f ). There is a homomorphism of bicategories Y :K → PK which
is the identity on objects, and on each hom-category is the Yoneda embedding. Using the equivalence between presheaves
on a small category C and discrete fibrations over C in Cat, it is now not difficult to derive the following result, due to
Richard Wood in collaboration with the first author; we shall prove a generalisation of it as Proposition 6.2 below.

Proposition 6.1. (See [30].) If K is a locally small 2-category, then the 2-category PK-Cat is 2-equivalent to the 2-category
2-Cat /ldf K whose objects are local discrete fibrations F :C → K with C locally small, and whose 1- and 2-cells are 2-functors
and 2-natural transformations commuting with the projections to K.

Comparing this result with Theorem 4.5, we see that restriction categories may be identified with P(Γ S)-enriched
categories; but that, as anticipated above, restriction functors between restriction categories are rather more general than
P(Γ S)-functors between the corresponding P(Γ S)-categories. To rectify this, we shall consider enrichment in a weak
double category obtained by a double-categorical analogue4 of Day’s construction.

Suppose that K is a locally small 2-category; we construct a weak double category PK as follows. Its objects are
those of K, a vertical arrow A → B is a discrete fibration B → A in K, a horizontal arrow A −�→ B is a presheaf
U ∈ [K(A, B)op,Set], whilst a cell of the form (5.1) is a 2-cell

A

Y f

U

α

C

Y g

B
V

D

(6.1)

4 The construction is very natural, but to the authors’ knowledge has not appeared in print before.
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in PK. Composition of vertical morphisms is as in K, that of horizontal morphisms is as in PK and cell composition is
given by pasting in PK. It is easy to see that the underlying bicategory of PK is isomorphic to PK.

Proposition 6.2. If K is a locally small 2-category, then PK-Cat is 2-equivalent to the 2-category 2-Cat //ldf K whose objects are local
discrete fibrations F :C →K with C locally small; whose morphisms are diagrams

C H

F γ

D

G

K
with H a 2-functor and γ a 2-natural transformation whose components are discrete fibrations; and whose 2-cells (H, γ ) → (H ′, γ ′)
are 2-natural transformations θ : H → H ′ with γ ′.Gθ = γ .

To prove this, we will need an alternate description of the cells in PK. In the statement of the following result, we
introduce the notation πX : el X → C to denote the discrete fibration corresponding to a presheaf X ∈ [Cop,Set]: thus objects
of el X are pairs (c ∈ C, x ∈ Xc), and morphisms f : (c, x) → (d, y) are maps f : c → d in C for which (X f )(d) = c.

Lemma 6.3. To give a cell (6.1) is equally to give a functor α fitting into a commutative diagram

el U

α

πU K(A, C)

K( f ,C)

el V πV
K(B, D) K(B,g)

K(B, C)

(6.2)

Proof. Because composition in PK is Day convolution, to give a cell (6.1) is equally to give a map LanK( f ,C)(U ) →
LanK(B,g)(V ) in [K(B, C)op,Set]. Now K(B, g) is a discrete fibration, since g is, and thus the bottom edge of (6.2) is the
discrete fibration corresponding to LanK(B,g)(V ). To give a map α as indicated is equally to give a map from πU to the
pullback of the bottom face along K( f , C); which is to give a map of presheaves U → K( f , C)∗(LanK(B,g)(V )), or equally,
a map LanK( f ,C)(U ) → LanK(B,g)(V ), as required. �

We are now ready to give:

Proof of Proposition 6.2. We define a 2-functor Λ :PK-Cat → 2-Cat //ldf K as follows. For C a PK-enriched category, we
let ΛC be the 2-category whose objects are those of C , and whose hom-category (ΛC)(x, y) is the category of elements of
C(x, y) :K(|x|, |y|)op → Set. The composition and identities of ΛC are induced by the composition and identity cells of C ,
and there is a local discrete fibration πC :ΛC → K which on objects, sends x to |x| and on hom-categories is the discrete
fibration (ΛC)(x, y) →K(|x|, |y|). This defines the action of Λ on objects.

Now let H :C → D be a PK-functor. We thus have a function H : obC → obD, discrete fibrations Hx : |Hx| → |x| in K
for each x ∈ C , and 2-cells

|x|
YHx

C(x,y)

Hx,y

|y|
YH y

|Hx| D(Hx,H y)
|H y|

in PK for each x, y ∈ C . By Lemma 6.3, to give the 2-cell Hx,y is equally well to give a functor (ΛH)x,y : (ΛC)(x, y) →
(ΛD)(Hx, H y) fitting into a commutative diagram

(ΛC)(x, y)

(ΛH)x,y

(πC)x,y K(|x|, |y|)
K(Hx,1)

(ΛD)(Hx, H y)
(πD)Hx,H y

K(|Hx|, |H y|) K(1,H y)
K(|Hx|, |y|)

(6.3)

We therefore obtain a 2-functor ΛH :ΛC → ΛD which sends x to Hx, and on hom-categories, is given by these functors
(ΛH)x,y ; the 2-functor axioms for ΛH are implied by the PK-functor axioms for H . Moreover, the maps Hx : |Hx| → |x| are
the components of a 2-natural transformation γH :πD .ΛH ⇒ πC ; the naturality of these components is expressed precisely
by the commutativity of the diagrams (6.3). This defines the action of Λ on morphisms.
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Finally, let α : H ⇒ K :C →D be a PK-natural transformation. Thus we have a family of 2-cells

|x|
YHx

1|x|

αx

|x|
YKx

|Hx| D(Hx,K x)
|K x|

in PK, satisfying one naturality axiom. To give αx is equally to give a morphism YHx → LanK(1,Kx)(D(Hx, K x)) in
[K(|Hx|, |x|)op,Set] and so, applying the Yoneda lemma and passing to categories of elements, a morphism (Λα)x fitting
into a diagram

1

(Λα)x

1

Hx

(ΛD)(Hx, K x)
(πD)Hx,K x

K(|Hx|, |K x|) K(1,Kx)
K(|Hx|, |x|)

The PK-naturality of α implies that the maps (Λα)x are components of a 2-natural transformation ΛH ⇒ ΛK :ΛC →
ΛD; whilst the commutativity of the displayed rectangles implies that γK .(πD .Λα) = γH . This defines the action of Λ on
2-cells. It is now not hard to show that the Λ so defined is essentially surjective on objects, and 2-fully faithful, hence a
2-equivalence. �

If we now define R := P(Γ S), we immediately conclude from Proposition 6.2 and Theorem 4.5 that:

Theorem 6.4. The 2-category of restriction categories is 2-equivalent to the 2-category of R-enriched categories.

7. Join restriction categories

We have shown that restriction categories may be seen as categories enriched over a certain base; by appropriately
changing that base, we will now see that certain variants of the notion of restriction category are also expressible as en-
riched categories. In this section we consider join restriction categories, which are restriction categories in which compatible
families of parallel morphisms can be patched together.

A parallel pair of maps f , g : A ⇒ B in a restriction category C are said to be compatible if f g = g f̄ ; this says that f
and g agree when restricted to their domain of mutual definition. A family of maps ( f i : A → B | i ∈ I) is called compatible
if pairwise so. We call C a join restriction category [2,17] if every compatible family of maps in C(A, B) admits a join

∨
i f i

with respect to the restriction partial order, and these joins satisfy the axioms:

(J1)
∨

i f i = ∨
i f i ;

(J2) (
∨

i f i)g = ∨
i( f i g) for all g : A′ → A in C;

(J3) h(
∨

i f i) = ∨
i(hfi) for all h : B → B ′ in C .

In fact, it turns out that the third of these axioms is a consequence of the other two; see [17, Lemma 3.1.8].

Examples 7.1.

(i) The category Setp is a join restriction category. A family of partial functions ( f i : A ⇀ B | i ∈ I) is compatible if f i(a) =
f j(a) whenever f i and f j are both defined at a, and the union of such a family is defined by(∨

i f i

)
(a) =

{
f i(a) if there exists i ∈ I with f i(a) defined;
undefined otherwise.

(ii) The category Topp is a join restriction category; the joins in Topp(A, B) are precisely what one needs to verify that the
presheaf of B-valued continuous functions on A is in fact a sheaf.

(iii) The category Rec of partial recursive functions is not a join restriction category, but it is in the obvious sense a finite join
restriction category. One may patch together finitely many compatible partial recursive functions by suitably interleaving
their calculations; but the same is not true of an infinite compatible family unless that family is itself recursively
indexed.

(iv) Let jS denote the subcategory of S whose objects are frames—complete posets verifying the infinite distributive law
a ∧ ∨

i bi = ∨
i a ∧ bi —and whose morphisms from A to B are stable maps A ← B that preserve all joins. If A is a

frame and a ∈ A, then it is easy to see that the restriction idempotent a ∧ (–) : A ← A in S lies in jS; whence jS is
a hyperconnected restriction subcategory of S . It is moreover a join restriction category. A family of maps ( f i : A ← B)

is compatible just when f i(b) ∧ f j(�) = f j(b) ∧ f i(�) for all i, j ∈ I and b ∈ B; the union of such a family is defined
pointwise by (

∨
i f i)(b) = ∨

i f i(b).
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By a join restriction functor, we mean a restriction functor F :C → D between join restriction categories that satis-
fies F (

∨
i f i) = ∨

i(F fi) for each compatible family of maps. It is easy to verify that join restriction functors are closed
under composition; thus join restriction categories, join restriction functors and total natural transformations form a
sub-2-category jrCat of rCat.

We will now exhibit jrCat as 2-equivalent to a 2-category of enriched categories, following the same progression of
transformations as in the preceding sections. We begin with a result which is a straightforward consequence of the join
restriction axioms.

Proposition 7.2. Let C be a join restriction category. Then:

(i) For each A ∈ C , O(A) is a frame.
(ii) For each f : A → B in C , f ∗ :O(B) →O(A) preserves all joins.

(iii) The induced factorisation O :C → jS of the fundamental functor of C is a hyperconnected join restriction functor.

The next step is an analogue of Proposition 3.2.

Proposition 7.3. If C is a join restriction category, then the fundamental functor O :C → jS is a terminal object of jrCat(C, jS).

Proof. Let F :C → jS be a join restriction functor; as in the proof of Proposition 3.2, the total natural transformation
γ : F ⇒ O must have components γA : F A ← O(A) given by γA(e) = F e(�). The only extra point to check is that each
component γA preserves joins, for which we calculate that:

γA

(∨
i f i

)
= F

(∨
i f i

)
(�) =

(∨
i F f i

)
(�) = ∨

i

(
F fi(�)

) = ∨
i

(
γA( f i)

)
. �

It is now an identical argument to that of Section 2 to conclude that:

Theorem 7.4. The 2-category jrCat of join restriction categories is 2-equivalent to the 2-category jrCat′ = jrCat//h jS whose objects
are hyperconnected join restriction functors F :C → jS , whose morphisms are diagrams

C H

F γ

D

G

jS

in jrCat, and whose 2-cells (H, γ ) → (H ′, γ ′) are total natural transformations θ : H → H ′ with γ ′.Gθ = γ .

To give our next reformulation of join restriction categories, we shall identify a notion to which they bear the same
relation as do restriction categories to 2-categories. By an fc-site, we mean a category with finite connected limits equipped
with a Grothendieck topology. By a 2-fc-site, we mean a 2-category K whose hom-categories are fc-sites and for which pre-
and postcomposition by 1-cells preserves both covers and finite connected limits.

Proposition 7.5. If C is a join restriction category, then Γ C is a 2-fc-site, where a family of maps ( f i � f | i ∈ I) in Γ C(A, B) is
covering just when

∨
i f i = f .

Proof. Γ C(A, B) is a poset and so trivially has equalisers. It also has pullbacks: if f , g � h then f ×h g is f ḡ = g f̄ . Now if
( f i � f | i ∈ I) is a covering family in Γ C(A, B), then for any g � f , the pullback family ( f i ḡ � g | i ∈ I) is again covering
since

∨
i( f i ḡ) = (

∨
i f i)ḡ = f ḡ = g as required. Thus each Γ C(A, B) is an fc-site. It remains to show that whiskering by

1-cells preserves covers and finite connected limits. Preservation of covers follows from (J2) and (J3); equalisers are trivially
preserved; and as for pullbacks, these are clearly preserved by postcomposition, whilst precomposition preserves them
by (R4). �

If B is an fc-site, then we call a functor p :E → B étale if it is a discrete fibration and the corresponding presheaf
Bop → Set is a j-sheaf. If K is a 2-fc-site, then we call a 2-functor L → K locally étale if each induced functor on homs is
étale.

Proposition 7.6. Let F :C → D be a hyperconnected restriction functor between join restriction categories. Then F preserves joins if
and only if Γ F :Γ C → ΓD is locally étale.
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Proof. For each A, B ∈ C , we know by Proposition 4.1 that (Γ F )A,B :Γ C(A, B) → ΓD(F A, F B) is a discrete fibration. It
will be étale precisely when for every cover (gi � g | i ∈ I) in Γ D(F A, F B), each matching family of elements over it in
C(A, B) admits a unique patching. To give a matching family over the gi ’s is to give maps ( f i ∈ C(A, B) | i ∈ I) with F fi = gi
for each i, and such that f i | j= f j |i for all i, j ∈ I; here f i | j is obtained, using the discrete fibration property of Γ F , as
the unique element of C(A, B) with f i | j� f i and F ( f i | j) = gi ×g g j . We know from above that gi ×g g j = gi g j and thus
f i | j= f i f j ; so to say that the f i ’s are a matching family is to say that they are compatible in the sense defined above.

Now let F preserve joins. For any matching family ( f i | i ∈ I) as above, the element
∨

i f i is a patching: it satisfies
f i �

∨
i f i for each i and F (

∨
i f i) = ∨

i F f i = ∨
i gi = g . Moreover, if h is another patching, so satisfying f i � h for each i

and F h = g , then
∨

i f i � h and F h = g = F (
∨

i f i) implies that h = ∨
i f i , since discrete fibrations reflect identities. Thus

Γ F is locally étale.
Suppose conversely that Γ F is locally étale, and let ( f i : A → B | i ∈ I) be a compatible family. We always have

∨
i(F fi)�

F (
∨

i f i) and so it suffices to show the converse inequality. The f i ’s are a matching family for the cover (F fi �
∨

i F f i | i ∈ I),
and so admit a unique patching k satisfying Fk = ∨

i(F fi) and f i � k for each i. Thus
∨

i f i � k and so F (
∨

i f i) �
∨

i(F fi)

as required. �
The following is now the analogue in this context of Proposition 4.3.

Proposition 7.7. Let D be a join restriction category, and let F :C → ΓD be locally étale. Then the unique restriction functor F̂ : Ĉ →D
lifting F is a join restriction functor between join restriction categories.

Proof. If ( f i : A → B | i ∈ I) are a compatible family in Ĉ , then they form a matching family for the cover (F fi �
∨

i F f i | i ∈ I)
in D, and so admit a unique patching f satisfying F f = ∨

i(F fi) and f i � f for each i. We claim that f = ∨
i f i . Indeed,

if k : A → B with f i � k for each i, then
∨

i(F fi) � Fk; now because Γ F is a local discrete fibration, we obtain h � k with
F h = ∨

i(F fi). But F fi �
∨

i(F fi) for each i implies f i � h for each i, whence h is a patching for the f i ’s. So f = h � k as
required. The join restriction category axioms for Ĉ now follow by an argument identical in form to that of Proposition 4.3.
It is immediate that F̂ is a join restriction functor. �

In our next result, we call a map f in a 2-fc-site K étale if K(X, f ) is an étale functor for each X ∈K.

Proposition 7.8. Let C be a restriction category. A map f : A → B in C is total if and only if it is an étale map in Γ C .

Proof. If h : A → B is étale in Γ C , then it is in particular a discrete fibration, and so total by Proposition 4.4. Conversely, if h
is total, then it is a discrete fibration in Γ C; to show it is étale, let X ∈ C and consider (gi � g | i ∈ I) a cover in Γ C(X, B).
Arguing as in Proposition 7.6, to give a matching family over the gi ’s is to give a compatible family ( f i ∈ C(X, A) | i ∈ I) with
hfi = gi for each i. We must show that there is a unique f with f i � f for each i and with hf = g . For existence, we may
take f = ∨

i f i ; for uniqueness, observe that any f with these properties satisfies f̄ = hf = ḡ = ∨
i ḡi = ∨

i hf i = ∨
i f i and

also
∨

i f i � f , whence f = f f̄ = f
∨

i f i = ∨
i f i , as required. �

We can now give an analogue of Theorem 4.5:

Theorem 7.9. The 2-category jrCat of join restriction categories is 2-equivalent to the 2-category jrCat′′ whose objects are locally
étale maps F :C → Γ ( jS); whose 1-cells are diagrams

C H

F γ

D

G

Γ ( jS)

with H a 2-functor and γ a 2-natural transformation with étale components, and whose 2-cells (H, γ ) → (H ′, γ ′) are 2-natural
transformations θ : H → H ′ with γ ′.Gθ = γ .

Proof. Arguing as in Theorem 4.5, it suffices to construct a 2-equivalence between jrCat′′ and the jrCat′ of Theorem 7.4.
By Proposition 7.6, there is a 2-functor jrCat′ → jrCat′′ , which by Propositions 7.6 and 7.7 is surjective on objects. To show
2-fully faithfulness, consider a diagram

Γ C H

Γ F γ

ΓD

Γ G

Γ ( jS)
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with γ a 2-natural transformation whose components are discrete fibrations. Postcomposing with the local discrete fibration
Γ ( jS) → Γ S and applying Theorem 4.5, we conclude that H lifts to a restriction functor C → D; we must furthermore
show that it preserves joins. Given a compatible family in C(A, B), we always have

∨
i H fi � H(

∨
i f i), so it suffices to show

that
∨

i H fi = H(
∨

i f i), or equally that
∨

i H f̄ i = H(
∨

i f̄ i). Since G is hyperconnected, it suffices to prove this last equality
on postcomposition with G; which follows from the calculation

G
(∨

i H f̄ i

)
= ∨

i G H f̄i = ∨
i(F f̄ i .γA) =

(∨
i F f̄ i

)
.γA = F

(∨
i f̄ i

)
.γA = G H

(∨
i f̄ i

)
in jS , whose second and fifth equalities arise as in the proof of Theorem 4.5. This proves fully faithfulness on 1-cells; that
on 2-cells is as before. �

Finally, we are ready to show how join restriction categories may be viewed as enriched categories. In preparation for
this, we recall a result of Brian Day allowing us to “locally localise” a bicategory.

Proposition 7.10. (See [12].) Let L be a bicategory and Σ a class of 2-cells of L closed under whiskering with 1-cells on each side.
Suppose that for each A, B ∈ L, the objects in L(A, B) which are orthogonal to Σ ∩ L(A, B) constitute a full reflective subcategory
LΣ(A, B) with reflector A,B :L(A, B) → LΣ(A, B), say. Then there is a bicategory LΣ with homs given as above and composition
law

LΣ(B, C) ×LΣ(A, B) ↪→ L(B, C) ×L(A, B)
◦−→ L(A, C)

−→ LΣ(A, C).

Moreover, the maps A,B assemble into a homomorphism of bicategories  :L → LΣ which exhibit LΣ as the localisation of L with
respect to the class of 2-cells Σ .

The particular instance of this result which will be relevant for us is the following.

Proposition 7.11. If K is a 2-fc-site, then there is a bicategory Sh(K) with the same objects as K, and with hom-categories
Sh(K)(A, B) = Sh(K(A, B)).

Proof. We apply the preceding result, taking L=PK and taking Σ to comprise all 2-cells inverted by sheafification in each
hom. The result is immediate so long as we can show that Σ is stable under whiskering by 1-cells. It is enough to do so
with respect to whiskering by representable 1-cells, since every 1-cell in PK can be written as a colimit of representables;
composition in PK is cocontinuous in each variable; and Σ is stable under colimits.

Given f : A → B in K, the precomposition functor (–) ◦Y f :PK(B, C) → PK(A, C) is given by left Kan extension along
K( f , C). We must show that this maps Σ into itself. Equivalently, we may show that the composite

PK(B, C)
LanK( f ,C)−−−−−→ PK(A, C)

−→ Sh
(
K(A, C)

)
extends through Sh(K(B, C)). This latter category is equally well the localisation of PK(B, C) at the covering sieves for its
topology, so it suffices to show that the displayed composite inverts each covering sieve; or equally that LanK( f ,C) sends
covering sieves to maps in Σ . By assumption, K( f , C) preserves finite connected limits, and thus so does LanK( f ,C) . In
particular it preserves monomorphisms; of course, it also preserves colimits, and so it preserves epi-mono factorisations.

Now if φ � Y g is the sieve generated by a family (αi : gi → g | i ∈ I) in K(B, C), then it is the second half of the
epi-mono factorisation of

∑
i Y gi → Y g; thus its image under LanK( f ,C) is the second half of the epi-mono factorisation

of
∑

i Y (gi f ) → Y (g f ), and hence a covering sieve, since (–) ◦ f preserves covers. This proves that Σ is stable under
precomposition with 1-cells; replacing K by Kop proves the same for postcomposition. �

We may now prove an analogue of Proposition 6.1, identifying Sh(K)-enriched categories with locally étale 2-functors
C →K, and using this, we may identify join restriction categories with Sh(Γ ( jS))-enriched categories. However, as before,
the enriched functors between Sh(K)-enriched categories are too limited to capture the general join restriction functors. As
before, we rectify this by passing to a suitable weak double category, and enriching over that.

Suppose, then, that K is a 2-fc-site; we define a weak double category Sh(K) as follows. Its objects are those of K,
a vertical arrow A → B is an étale map B → A in K, a horizontal arrow A −�→ B is a sheaf U ∈ Sh(K(A, B)), whilst a cell of
the form (5.1) is a 2-cell

A

(Y f )

U

α

C

(Y g)

B
V

D

in Sh(K). Composition of vertical morphisms is as in K, that of horizontal morphisms is as in Sh(K) and cell composition
is given by pasting in Sh(K).
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An argument identical in form to that of Proposition 6.2 now proves that:

Proposition 7.12. If K is a 2-fc-site, then Sh(K)-Cat is 2-equivalent to the 2-category 2-Cat //lét K whose objects are locally étale
2-functors F :C →K with C locally small; whose morphisms are diagrams

C H

F γ

D

G

K

with H a 2-functor and γ a 2-natural transformation with étale components; and whose 2-cells (H, γ ) → (H ′, γ ′) are 2-natural
transformations θ : H → H ′ with γ ′.Gθ = γ .

Thus, defining jR: = Sh(Γ ( jS)), we immediately conclude from Proposition 7.12 and Theorem 7.9 that:

Theorem 7.13. The 2-category of join restriction categories is 2-equivalent to the 2-category of jR-enriched categories.

8. Range restriction categories

In this final section, we turn our attention from join restriction categories to range restriction categories [3]. A range
restriction category is a restriction category C equipped with a range operator assigning to each map f : A → B a map
f̂ : B → B , subject to the following four axioms:

(RR1) f̂ = f̂ for all f : A → B;
(RR2) f̂ f = f for all f : A → B;
(RR3) ̂̄g f = ḡ f̂ for all f : A → B and g : B → C ;

(RR4) ĝ f̂ = ĝ f for all f : A → B and g : B → C .

A range restriction functor F :C → D is a restriction functor which also satisfies F ( f̂ ) = F̂ f for each arrow f of C . We write
rrCat for the 2-category of range restriction categories, range restriction functors and total natural transformations.

By (RR1), each map f̂ in a range restriction category is a restriction idempotent, whose intended interpretation is as
the image of the map f . For instance, the category Setp of sets and partial functions is a range restriction category, when

equipped with the range operator which to a partial function f : A ⇀ B assigns the partial function f̂ : B ⇀ B with

f̂ (b) =
{

b if f (a) = b for some a ∈ A;
undefined otherwise.

Although we have presented it as extra structure, having a range operator is in fact a property of a restriction category:

Lemma 8.1. (Cf. [3, §2.11].) A restriction category bears at most one range operator.

Proof. Suppose that (ˆ) and (˜) are two such operators. Then

f̂ = ̂̃f f = f̃ f̂ = f̂ f̃ = ˜̂f f = f̃ . �
The crucial fact for our purposes is that the property of having a range operator can be expressed purely in terms of

the fundamental functor. Given a poset B and b ∈ B , we write B/b ⊆ B for the downset {x ∈ B | x � b}. Any stable map of
meet-semilattices g : A → B factors through B/g(�) as g′ : A → B/g(�), say, and by a local left adjoint for g , we mean a
monotone map f which is left adjoint to g′ . We now define a stable map of meet-semilattices g : A → B to be open [3,
Definition 2.5] if it has a local left adjoint f : B/g(�) → A satisfying Frobenius reciprocity:

f
(

g(a) ∧ b
) = a ∧ f (b) for all a ∈ A and b � g(�) ∈ B.

It is now easy to check that identity maps are open, composites of open maps are open, and that if f � g and g is open,
then so is f ; from which it follows that the subcategory oS of S with all objects but only open maps is a hyperconnected
sub-restriction category.

Proposition 8.2. (Cf. [3, Proposition 2.13].) A restriction category C admits a range operator just when its fundamental functor O :C →
S factors through oS .
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Proof. First suppose that C is a range restriction category. Then for each f : A → B in C , we define a local left adjoint f ! to
f ∗ by f !(a) = f̂ a. To check adjointness, let a � f̄ ∈O(A) and b ∈O(B); we must show that a � f ∗(b) iff f !(a) � b, i.e., that

bf e = e iff b f̂ a = f̂ a. But if bf a = a, then

b f̂ a = b̂ f a = ̂f bf a = f̂ a;
and conversely, if b f̂ a = f̂ a, then since a � f̄ , we have

a = f a = f a = f̂ a f a = b f̂ a f a = bf a = bf a.

To check Frobenius reciprocity, we calculate that, for a and b as above, we have

f !
(

f ∗(b) ∧ a
) = ̂f bf a = b̂ f a = b f̂ a = b ∧ f !(a),

as required. This proves that if C admits a range operator, then its fundamental functor factors through oS .
Suppose conversely that the fundamental functor of C factors through oS . We define a range operator by f̂ = f !( f̄ ).

Clearly this satisfies (RR1). For (RR2), note first that f !( f̄ ) f = f ∗( f !( f ∗(�))) = f ∗(�) = f̄ ; whence f̂ f = f !( f̄ ) f =
f f !( f̄ ) f = f f̄ = f as required. For (RR3), let f : A → B and g : B → C . It is easy to show that ḡ! :O(B)/ḡ → O(B) is
given by inclusion, and it follows that (ḡ f )! is just the restriction of f ! to O(A)/(ḡ ∧ f̄ ). So now

ĝ f = (ḡ f )!(ḡ f ) = f !(ḡ f ) = f !
(

f ∗(ḡ)
) = f !

(
f ∗(ḡ) ∧ f̄

) = ḡ ∧ f !( f̄ ) = ḡ f̂

as required, where the penultimate equality uses Frobenius reciprocity. Finally, for (RR4), let f : A → B and g : B → C ; it is
again easy to show that (g f̂ )! is the restriction of g! to O(B)/( f̂ ∧ ḡ), and thus

ĝ f̂ = (g f̂ )!(g f̂ ) = g!(ḡ f̂ ) = g!
(

ḡ ∧ f !( f̄ )
) = g!

(
f !
(

f ∗(ḡ) ∧ f̄
)) = g!

(
f !(g f )

) = ĝ f

as required, where the fourth equality again uses Frobenius reciprocity. �
We now relate range restriction functors to the fundamental functor. A commutative square of stable maps as on the left

in

A

f

h B

g

C
k

D

A

f

h! B/h(�)

g/h(�)

C
k!

D/k(�)

is called Beck–Chevalley if f and g are total, h and k are open—with local left adjoints h! and k! , say—and the square of
stable maps on the right above is also commutative. If F , G :C → S are restriction functors taking values in open maps,
then we call a total natural transformation γ : F ⇒ G Beck–Chevalley if all of its naturality squares are Beck–Chevalley.

Proposition 8.3. A restriction functor F :C → D between range restriction categories preserves the range operator just when the
associated total natural transformation ϕ of (3.1) is Beck–Chevalley.

Proof. The Beck–Chevalley condition says that, for all f : A → B in C , we have commutativity on the left in:

O(A)/ f̄
ϕA/ f̄

f !

O(F A)/F f

(F f )!

O(B) ϕB
O(F B)

a Fa

f̂ a F ( f̂ a) = F̂ f .Fa

Evaluating at a � f̄ ∈O(A) as on the right, this says that F̂ ( f a) = F ( f̂ a) for every f : A → B and a � f̄ ∈O(A) in C; which
is easily equivalent to F ’s preserving the range operator. �

From the preceding two results and Proposition 3.4, we thereby conclude that:

Theorem 8.4. The 2-category rrCat of range restriction categories is 2-equivalent to the 2-category rrCat′ whose objects are hyper-
connected restriction functors F :C → S which factor through oS , whose morphisms are diagrams
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C H

F γ

D

G

S

in rCat with γ Beck–Chevalley, and whose 2-cells (H, γ ) → (H ′, γ ′) are total natural transformations θ : H → H ′ with γ ′.Gθ = γ .

Since range restriction categories are special kinds of restriction categories, they are equally well special kinds of
R-enriched categories, where we recall that R = P(Γ S). What we will now show is that range restriction categories are in
fact rR-enriched categories for a suitable sub-double category rR ⊂ R, with this equivalence extending to the functors and
natural transformations between them.

The objects and arrows of rR will be the same as R. A horizontal arrow A −�→ B of rR will be such an arrow in R—thus
a presheaf on Γ (S)(A, B)—whose associated discrete fibration el U → Γ (S)(A, B) factors through Γ (oS)(A, B). A cell of rR
may be described as follows. By Lemma 6.3, a cell of R of the form (5.1) can be identified with a functor α fitting into a
commutative diagram

el U

α

πU
Γ (S)(A, C)

(–)◦ f

el V πV
Γ (S)(B, D)

g◦(–)
Γ (S)(B, C)

Such a cell will lie in rR if, firstly, U and V lie in rR, so that πU and πV both take their image in open maps; and secondly,
whenever given (k, u) ∈ el U with α(k, u) = (k′, u′), say, the square

C

g

k A

f

D
k′ B

of stable maps is Beck–Chevalley.

Proposition 8.5. rR is a sub-double category of R.

Proof. Because restriction idempotents in S are open maps, it follows that horizontal identities of R are in rR. We next
show that, given U : A −�→ C and W : C −�→ E in rR, the composite W U is again in rR. By the formula for Day convolution,
an object of el W U lying over m ∈ Γ (S)(A, E) is an element of the set

k,∫
Uk × W  × Γ (S)(A, E)(m, k)

so that an object of el (W U ) can be represented by giving

(k : A ← C, u ∈ Uk) ∈ el U , ( : C ← E, w ∈ W ) ∈ el W and m � k in S. (8.1)

Because U and W are in rR, both k and  are open, whence also k. But now m � k implies that m is open. Thus
el W U → Γ (S)(A, E) factors through Γ (oS)(A, E) so that W U lies in rR as required.

It remains to show that cells of rR are closed under identities and composition. This is not hard to do for vertical and
horizontal identities, and for composition along a horizontal boundary; we consider the case of composition along a vertical
boundary in more detail. Given cells

A

f

|U

α

C

βg

|W E

h

B |
V

D |
X

F

in rR, we must show that their composite in R lies again in rR. Now, given an object of el W U of the form (8.1), its image
under βα : el W U → el X V is obtained as follows. If the images of (k, u) and (, w) under α and β are (k′, u′) and (′, w ′)
respectively, then we have a commutative diagram
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B ′ k

f

D

g

′
F

h

A
k

C


E

of stable maps, and a 2-cell m � k in S . Because h is a discrete fibration in S , we obtain from these data a stable map
m′ : B ← F with m′ � ′k′ and hm′ = mf in S; explicitly, m′ = ′k′.mf . Now the image under βα of (8.1) is the object of
el(X V ) represented by the data(

k′, u′) ∈ el V ,
(
′, w ′) ∈ el X and m′ � ′k′ .

For βα to lie in rR, we must show that the left-hand square of stable maps in

E
m

h

A

f

F
m′ B

=
E

h

 C k

g

A

f

m A

f

F
′ D

k′ B
mf

B

is Beck–Chevalley. This square decomposes as the composite of the squares on the right. All three of those squares are
Beck–Chevalley, the left two by assumption and the right-hand one since (mf )! and (m)! are given simply by inclusion. The
result now follows from the easy observation that Beck–Chevalley squares compose. �

Given the manner in which we have defined rR, it is now an immediate consequence of Theorems 4.5 and 8.4 that:

Theorem 8.6. The 2-category of range restriction categories is 2-equivalent to the 2-category of rR-enriched categories.

References

[1] A. Carboni, R.F.C. Walters, Cartesian bicategories I, J. Pure Appl. Algebra 49 (1–2) (1987) 11–32.
[2] J.R.B. Cockett, G.S.H. Cruttwell, J.D. Gallagher, Differential restriction categories, Theory Appl. Categ. 25 (2011) 537–613.
[3] J.R.B. Cockett, X. Guo, P. Hofstra, Range categories I: General theory, Theory Appl. Categ. 26 (2012) 412–452.
[4] J.R.B. Cockett, P.J.W. Hofstra, Introduction to Turing categories, Ann. Pure Appl. Log. 156 (2–3) (2008) 183–209.
[5] J.R.B. Cockett, S. Lack, Restriction categories I: categories of partial maps, Theor. Comput. Sci. 270 (1–2) (2002) 223–259.
[6] J.R.B. Cockett, S. Lack, Restriction categories II: Partial map classification, Theor. Comput. Sci. 294 (1–2) (2003) 61–102.
[7] J.R.B. Cockett, G.S.H. Cruttwell, Differential structure, tangent structure, and SDG, Appl. Categ. Struct. (2013), http://dx.doi.org/10.1007/s10485-013-

9312-0, in press.
[8] J.R.B. Cockett, J. Díaz-Boïls, J.D. Gallagher, P. Hrubeš, Timed sets, functional complexity, and computability, Electron. Notes Theor. Comput. Sci. 286

(2012) 117–137.
[9] J.R.B. Cockett, S. Lack, Restriction categories. III. Colimits, partial limits and extensivity, Math. Struct. Comput. Sci. 17 (4) (2007) 775–817.

[10] J.R.B. Cockett, E. Manes, Boolean and classical restriction categories, Math. Struct. Comput. Sci. 19 (2009) 357–416.
[11] B. Day, On closed categories of functors, in: Reports of the Midwest Category Seminar IV, in: Lect. Notes Math., vol. 137, Springer, 1970, pp. 1–38.
[12] B. Day, Note on monoidal localisation, Bull. Aust. Math. Soc. 8 (1973) 1–16.
[13] R.A. Di Paola, A. Heller, Dominical categories: recursion theory without elements, J. Symb. Log. 52 (3) (1987) 594–635.
[14] R. Garner, M. Shulman, Enriched categories as a free cocompletion, submitted for publication, preprint available as arXiv:1301.3191, 2013.
[15] M. Grandis, Cohesive categories and manifolds, Ann. Mat. Pura Appl. Ser. Q. 157 (1990) 199–244.
[16] M. Grandis, R. Paré, Limits in double categories, Cah. Topol. Géom. Différ. Catég. 40 (3) (1999) 162–220.
[17] X. Guo, Products, joins, meets, and ranges in restriction categories, PhD thesis, University of Calgary, 2012.
[18] M. Jackson, T. Stokes, An invitation to C -semigroups, Semigroup Forum 62 (2) (2001) 279–310.
[19] G.M. Kelly, Basic Concepts of Enriched Category Theory, Lond. Math. Soc. Lect. Note Ser., vol. 64, Cambridge University Press, 1982, Republished as:

Theory Appl. Categ., vol. 10, 2005.
[20] T. Leinster, Generalized enrichment of categories, J. Pure Appl. Algebra 168 (2–3) (2002) 391–406.
[21] K. Menger, Calculus, a Modern Approach, Ginn and Company, New York, 1955.
[22] K. Menger, An axiomatic theory of functions and fluents, in: The Axiomatic Method. Proceedings of an International Symposium, in: Stud. Logic Found.

Math., North-Holland Publishing Co., Amsterdam, 1959, pp. 454–473.
[23] E. Moggi, The partial lambda-calculus, PhD thesis, University of Edinburgh, 1988.
[24] E. Robinson, G. Rosolini, Categories of partial maps, Inf. Comput. 79 (2) (1988) 95–130.
[25] G. Rosolini, Continuity and effectiveness in topoi, PhD thesis, University of Oxford, 1986.
[26] M. Shulman, Enriched indexed categories, Theory Appl. Categ. 28 (21) (2013) 616–695.
[27] R. Street, R.F.C. Walters, The comprehensive factorization of a functor, Bull. Am. Math. Soc. 79 (1973) 936–941.
[28] R. Walters, Sheaves on sites as Cauchy-complete categories, J. Pure Appl. Algebra 24 (1) (1982) 95–102.
[29] R.F.C. Walters, Sheaves and Cauchy-complete categories, Cah. Topol. Géom. Différ. Catég. 22 (3) (1981) 283–286.
[30] R. Wood, Variation and enrichment, Talk at CMS Summer Meeting, June 2006.

http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436172626F6E693139383743617274657369616Es1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B65747432303131446966666572656E7469616Cs1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B6574743230313252616E6765s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B65747432303038496E74726F64756374696F6Es1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B657474323030325265737472696374696F6Es1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B657474323030335265737472696374696F6Es1
http://dx.doi.org/10.1007/s10485-013-9312-0
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B6574743230313254696D6564s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B6574743230313254696D6564s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B657474323030375265737472696374696F6Es1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib436F636B65747432303039426F6F6C65616Es1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib446179313937304F6E2D636C6F736564s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib446179313937334E6F7465s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib44692D50616F6C6131393837446F6D696E6963616Cs1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4761726E657232303133456E726963686564s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4772616E64697331393930436F686573697665s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4772616E646973313939394C696D697473s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib47756F3230313250726F6475637473s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4A61636B736F6E32303031416E2D696E7669746174696F6Es1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4B656C6C79313938324261736963s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4B656C6C79313938324261736963s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4C65696E737465723230303247656E6572616C697A6564s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4D656E6765723139353543616C63756C7573s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4D656E67657231393539416E2D6178696F6D61746963s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4D656E67657231393539416E2D6178696F6D61746963s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib4D6F676769313938385468652D5061727469616Cs1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib526F62696E736F6E3139383843617465676F72696573s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib526F736F6C696E6931393836436F6E74696E75697479s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib5368756C6D616E32303133456E726963686564s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib537472656574313937335468652D636F6D70726568656E73697665s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib57616C746572733139383253686561766573s1
http://refhub.elsevier.com/S0304-3975(13)00930-4/bib57616C746572733139383153686561766573s1
http://dx.doi.org/10.1007/s10485-013-9312-0

	Restriction categories as enriched categories
	1 Introduction
	2 Restriction categories and the (localic, hyperconnected) factorisation
	3 The fundamental functor
	4 Restriction categories as local discrete ﬁbrations
	5 Notions of enriched category
	6 Restriction categories as enriched categories
	7 Join restriction categories
	8 Range restriction categories
	References


