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Machine Translation (MT) - Why?

difficult to learn a foreign language

too many languages
formal description of language

can computers understand language?

cheaper than human translators
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MT Example

Source: www.translate.google.com
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Source-context Features for
English-to-Czech MT

source context

feature functions

English-to-Czech

machine translation

5 / 22



Introduction Statistical MT Past Work Selected Features Conclusion

Outline

1 Introduction

2 Statistical MT

3 Past Work

4 Selected Features

5 Conclusion

6 / 22



Introduction Statistical MT Past Work Selected Features Conclusion

Noisy-channel Model

ĉ = argmax
c

P(c |e) (1)

= argmax
c

P(e|c)× P(c) (2)

P(c) - language model

P(e|c) - translation model
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Log-linear Model

ĉ = argmax
c

N∑
n=1

λnhn(c , e) (3)

The model includes:

feature functions hn(c , e)

feature weights λn

optimum search for the best translation c
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Phrase-based SMT

translates small chunks of text instead of words

good evening → dobrý večer

good can be translated into Czech dobrá,
dobré, dobrou, dobrým, dobrému, dobrého, . . .

considers only local syntactical relations

long dependencies are ignored - e.g. relative
clauses in German
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Word Sense Disambiguation (WSD)

1 external WSD module selects best translation
[CW05]

2 additional log-linear feature [CNC07]
3 augmented phrase-tables [CW07]
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Log-linear Model Features

additional feature functions with automatically
optimized weights λn

can be divided into ([GS08]):
lexical context features (collocation)
shallow syntactic features (part-of-speech)
syntactic features (parse tree)
positional features

use of combinatorial categorial grammar (CCG)
tags [BO07]
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Observations

external modules do not help much

source context must be used directly in the MT
model

log-linear feature functions are the easiest way

source context can improve MT quality across
different languages
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Features for English-to-Czech MT

lexical collocations

POS context

syntactic features

deep syntactic features
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Deep Syntactic Features

relations only between content words

It may have been painted instead by a Rubens associate.
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Project Achievements

overview of existing approaches to source
context in MT

proposal of features suitable for
English-to-Czech translation
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Thank you for attention!

Questions?
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