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Abstract—This paper solves the problem of nonrigid point set registration by designing a robust transformation learning scheme. The principle is to iteratively establish point correspondences and learn the nonrigid transformation between two given sets of points. In particular, the local feature descriptors are used to search the correspondences and some unknown outliers will be inevitably introduced. To precisely learn the underlying transformation from noisy correspondences, we cast the point set registration into a semisupervised learning problem, where a set of indicator variables is adopted to help distinguish outliers in a mixture model. To exploit the intrinsic structure of a point set, we constrain the transformation with manifold regularization which plays a role of prior knowledge. Moreover, the transformation is modeled in the reproducing kernel Hilbert space, and a sparsity-induced approximation is utilized to boost efficiency. We apply the proposed method to learning motion flows between image pairs of similar scenes for visual homing, which is a specific type of mobile robot navigation. Extensive experiments on several publicly available data sets reveal the superiority of the proposed method over state-of-the-art competitors, particularly in the context of the degenerated data.
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I. INTRODUCTION

POINT set registration is a fundamental problem in computer vision, mobile robotics, and related fields [1]–[5] which is common in a wide variety of real-world tasks, such as structure from motion, panorama mosaic, image fusion, object detection and retrieval, visual homing, to name just a few. One of the reasons these tasks could be commonly casted into solving a point set registration problem is that the point is a simple and generic way of representing objects of interest. In this context, points usually represent the spatial locations of interest points extracted from an image, a shape contour, or an object surface, and the registration problem accordingly reduces to two subproblems, i.e., determining the correct correspondence between two given point sets and learning the underlying spatial transformation.

According to the characteristics of the data in specific applications, point set registration can be categorized into rigid or nonrigid registration. The former, which involves only a few transformation parameters, is relatively easy to handle (see [1], [2], [6] for a literature survey). By contrast, the latter is challenging because the underlying nonrigid transformations usually cannot be modeled in a simple parametric manner [7]. Despite these challenges, nonrigid registration remains desirable in quite a significant number of applications, such as handwritten character recognition, deformable image registration, visual homing, and so forth [8]. In this paper, we focus on the problem of nonrigid point set registration.

A. Prior Work

The iterated closest point (ICP) approach [2] is arguably one of the most classic approaches for point set registration, which assigns a certain pair of points, a binary indicator based on its nearest neighbors and utilizes the estimated correspondences to refine the transformation. The “hard” binary assignment of ICP can be replaced by soft ones, where a structured correspondence matrix is sought with consideration of parametric or nonparametric constraints [7], [9]. Ma et al. [10] introduced a nonrigid registration approach based on Gaussian fields, which was subsequently improved in [11] by using the inner distance shape context (SC) [12] rather than the original SC [13] to construct initial correspondences. More recently, some probabilistic methods [14]–[18] have been developed to accomplish the task. The kernel correlation-based method [14] assumes that the two-point sets can be modeled as two probability distributions, and their dissimilarity is measured based on kernel density estimates. Then, the work [15] representing the point sets using Gaussian mixture models (GMMs) further improves the scheme proposed in [14]. In [16]–[18], GMM is utilized to assign the point correspondence by estimating
the parameters of a mixture via the maximum likelihood and expectation maximization (EM) algorithms. Specifically, a method based on coherent point drift (CPD) [16], referred to as global-local topology preservation (GLTP) [19], [20], is customized to cope with highly articulated deformations. The above-mentioned methods have achieved great success in handling both rigid and nonrigid registration. However, they ignore the local structure information among point sets that can be incorporated into feature descriptors. Thus, their performance degrades in complicated registration problems.

Another technical line of point set registration involves two stages: 1) correspondences are first built based on the similarity of local feature descriptors and 2) spatial transformation is then estimated according to the global geometric constraints. Representatives of this strategy include the SC [13] for 2-D cases, fast point feature histograms (FPFHs) for 3-D cases [21], and analogous variants [22], [23]. These methods perform reasonably well when the spatial transformation is not complex. However, they have exposed their limitations if there are errors in the correspondences which frequently occurs in real-world tasks, especially if the transformation is complex and/or the input data are contaminated by outliers (e.g., points in one set do not have corresponding points in the other set). To address this problem, Ma et al. [24], [25] introduced the two choices for achieving a robust estimation in the transformation. The first one, i.e., vector field consensus (VFC) [24], builds a complex model with extra (hidden) variables, thereby enabling the identification and rejection of outliers. The second one, i.e., $L_2$ estimator ($L_2E$) [25], uses an estimator that is less sensitive to outliers instead of the maximum likelihood estimator, which can be severely biased by outliers. These methods can properly manage complex nonrigid deformations. However, they calculate transformations solely based on the matched putative correspondences instead of fully utilizing the entire input data, which may produce an unsatisfying result if the data degradation is large.

B. Motivations and Contributions

As mentioned earlier, nonrigid registration requires solving the correspondence and transformation between two given point sets. Solving for the two variables simultaneously is difficult. An effective scheme is to solve one variable if the value of the other is given, [7], [13], that is, iteratively use the estimation of correspondence to improve the learning of transformation, and vice versa, until convergence. This paper mainly focuses on how to robustly learn transformation from a putative correspondence in such an iterative procedure.

In the past decades, various methods have been developed to address the problem of robust transformation learning from a given set of initial point correspondences [24], [26]; however, such problem remains a challenging task due to several aspects. First, putative correspondences are likely inaccurate because they are usually established upon local feature descriptors, which are inherently sensitive to noise, occlusion, and similar visual patterns in practice, leading to false correspondences (commonly known as outliers). In such a case, an outlier removal procedure is required to purify the initial correspondences. Second, a certain portion of input points may be excluded from the putative correspondence set due to the similarity constraints imposed on the establishment of correspondences. In fact, these unmatched points may carry useful information about the intrinsic structures of the input data, thereby facilitating transformation learning. Therefore, a desirable way is to involve the entire input point set in the modeling. Third, computational efficiency is a key concern in many scenarios that involve large-scale point sets (e.g., point clouds with tens of thousands of points).

In dealing with these concerns, the matching problem is cast into a mixture model under semisupervised learning. The model brings latent/hidden variables for all matches in the putative set to screen out the outliers, and employs a prior, say a nonparametric constraint to advocate the geometric smoothness on the spatial transformation via manifold regularization on the entire given data [24], [27]. On the one hand, such manifold regularization controls the complexity of the transformation. On the other hand, it can discover the underlying structure of the input data. The maximum a posteriori (MAP) estimation technique is a typical option for solving the problem with manifold regularizers, which easily get stuck into bad local points. As a solution, the EM algorithm [28] is adopted to update the variance of position disturbance and distinguish the false correspondences simultaneously, providing a large initial variance. Moreover, a sparsity-induced approximation that is similar to the subset of regressors method [29] is introduced for computational efficiency.

The contributions of this paper include the following four aspects. First, manifold regularization is introduced to the point set registration problem, thereby capturing the intrinsic structure of the given data and helping to learn the transformation. Second, according to the manifold regularization, a novel approach for robust transformation learning, which can learn transformation from point correspondences contaminated by outliers, is proposed. Third, fast implementation is provided for the proposed method using a sparse approximation, which enables the handling of large-scale data, e.g., 3-D point clouds. Fourth, our proposed method is generalized to solve the visual homing problem, which can learn accurate motion flows between image pairs and help improve homing performance significantly.

A preliminary version of this paper appeared in [30]. The primary new contributions include that the model design and the solver are presented in more theoretical details, a more in-depth analysis of the properties and potentials of the proposed method are provided and further generalized to solve a real-word task in the field of mobile robotics, such as visual homing. Extensive experimental comparisons are conducted to verify the advances of our method. The code is released at https://sites.google.com/site/jiayima2013/home to allow comparisons from the community and encourage future work.

C. Organization of This Paper

The remainder of this paper is organized as follows. Section II formalizes the foundational definitions and setup of
the point set registration problem, including correspondence estimation and transformation learning. Section III presents the proposed robust transformation learning algorithm under manifold regularization and its fast implementation, along with some implementation details. Section IV applies the proposed method to solve the visual homing problem. Section V illustrates the use of the proposed method in 2-D shape matching, 3-D point cloud registration, and visual homing on publicly available data sets, with comparisons to other state-of-the-art methods. Section VI summarizes the concluding remarks.

II. PROBLEM STATEMENT

Point set registration aims to determine the correct correspondences and seek the spatial transformation between two given point sets (e.g., a model point set \( \{x_i\}_{i=1}^M \) and a target point set \( \{y_j\}_{j=1}^N \), where \( x_i \) and \( y_j \) are the point positions (usually \( D = 2 \) or \( 3 \)), \( M \) and \( N \) are, respectively, the numbers of points contained in the two sets) [25]. To solve this problem, an iterative strategy between correspondence construction and transformation learning is considered.

A. Correspondence Construction

A specific shape or object should have a relatively fixed geometric structure at its local parts. Therefore, two-point sets that are generated from two samples of the same shape will generally have similar local geometric structures. By using a shape feature descriptor to incorporate such information (e.g., neighborhood structures), the correspondence can be constructed based on the similarity of corresponding descriptors. For example, two points should be matched only if their descriptors are sufficiently similar. Several well-designed feature descriptors can efficiently establish reliable correspondences between point sets in 2-D and 3-D cases [12], [13], [21], [31].

For the 2-D case, the SC [13] is used to construct descriptor. For two given points (i.e., \( x_i \) and \( y_j \)), their corresponding SCs are histograms \( \{p_i(k)\}_{k=1}^H \) and \( \{q_j(k)\}_{k=1}^H \), which characterize the distributions of their neighborhood points. Specifically, for a point \( x_i \) from \( \{x_i\}_{i=1}^M \), \( p_i \) is computed according to the relative spatial positions of the remaining \( M - 1 \) points

\[
p_i(k) = \#\{x_j \neq x_i : (x_j - x_i) \in \text{bin}(k)\}. \tag{1}
\]

The bins are uniform in the log-polar space. Consequently, the nearby sample points play more important roles than the points that are farther away. The original SC is not rotation invariant, and a rotation invariant SC could be considered if necessary by using a mass center to compute the positive \( x \)-axis for the local coordinate system [22]. After obtaining \( p_i \) and \( q_j \), their difference is frequently measured via the \( \chi^2 \) distance as follows:

\[
C_{ij} = C(x_i, y_j) = \frac{1}{2} \sum_{k=1}^H \frac{[p_i(k) - q_j(k)]^2}{p_i(k) + q_j(k)}.
\tag{2}
\]

After all the pairwise distances (i.e., \( \{C(x_i, y_j), i = 1, \ldots, M, j = 1, \ldots, N\} \)) are obtained, the Hungarian method [32] is applied to determine the correspondences between \( \{x_i\}_{i=1}^M \) and \( \{y_j\}_{j=1}^N \).

For the 3-D case, the FPFH [21] is considered as the feature descriptor. It is a fast implementation of PFH that captures the underlying surface model properties (e.g., the local geometry, including point coordinates, surface normals, curvatures, and moment invariants) around the \( k \)-nearest neighbors of each point. The computational complexity of FPFH is linear with respect to the number of neighbors for each point, and hence beneficial for dealing with large-scale 3-D point clouds. To establish correspondences between two point clouds efficiently, a sample consensus initial alignment method is implemented instead of the original greedy initial alignment in PFH, which tries to preserve the same local geometries of putative correspondences without having to try all possible correspondence pairs.

B. Transformation Learning

A putative correspondence set, \( S = \{(x_i, y_i)\}_{i=1}^L \), is established from two point sets (i.e., \( \{x_i\}_{i=1}^M \) and \( \{y_j\}_{j=1}^N \)) involving nonrigid deformation. Each input–output pair \( (x_i, y_i) \) can be considered a random sample drawn from the underlying spatial transformation between the two point sets. This paper aims to learn the transformation \( T [\text{e.g., } y_i = T(x_i) \text{ for any } (x_i, y_i) \text{ in } S] \). However, for a nonrigid \( T \), its solution will not be unique if no additional constraint is imposed on \( T \). The regularization technique, which usually operates in a reproducing kernel Hilbert space (RKHS) [33] (associated with a particular kernel), can be used to obtain a meaningful solution. In particular, the Tikhonov regularization [34] in the RKHS \( \mathcal{H} \) minimizes a regularized risk functional as follows:

\[
T^* = \min_T \sum_{i=1}^L \|y_i - T(x_i)\|^2 + \lambda \|T\|_{\mathcal{H}}^2 \tag{3}
\]

where the first term fitting the input data is the data-fidelity term, or empirical error (risk); the second term is a regularization term, which plays a role of stabilizer and enforces smoothness to the spatial transformation \( T \); \( \lambda > 0 \) controls the tradeoff; \( \|\cdot\|_{\mathcal{H}} \) represents the functional norm of \( \mathcal{H} \) (their definitions will be discussed in the Appendix).

The transformation learning here focuses on how to utilize the global geometric constraint on the point sets to obtain a smooth transformation without consideration of the intrinsic geometry involved in a specific shape or object.

III. METHOD

This section presents the proposed manifold regularization under semisupervised learning for transformation estimation and shows its capability of capturing the underlying intrinsic structure of a point set. Then, a formulation for robust transformation learning from putative correspondences using the
global geometric constraints of manifold regularization is proposed, followed by its fast implementation based on sparsity-induced approximation and some implementation details of the algorithm.

A. Manifold Regularization

The problem of manifold regularization is tied to semisupervised learning. It is a generalization of supervised learning in which regularization is imposed on the labeled and unlabeled data [27]. Manifold learning methods have received considerable research interest in the areas of pattern recognition and machine learning [35]–[37] since the introduction of two pioneering methods, namely, ISOMAP [38] and locally linear embedding method [39]. These methods usually assume that a low-dimensional representation can be used to characterize the underlying intrinsic structure embedded in the high-dimensional data. Based on this assumption, a graph is constructed, and the graph Laplacian matrix is calculated to capture the manifold structure, which is further utilized to conduct various learning tasks, including clustering, dimensionality reduction, and semisupervised learning [40], [41].

Recently, manifold regularization has been widely used in computer vision [42], [43]. Xu et al. [44] applied manifold regularization to solve the feature selection problem under a semisupervised learning setting to determine more discriminative features. Zhao et al. [45] introduced a compact graph to grasp the geometric structure of a data set and utilized it for manifold ranking in image retrieval. Xiang et al. [46] presented a local regression and global alignment approach for graph construction and applied it to image segmentation. A recent work [41] used manifold regularization to manage image classification and visualization and preserve manifold information together with local and global discriminative information. In this paper, manifold regularization is introduced to the point matching problem to utilize the intrinsic geometry of the given point sets supported on a low-dimensional manifold. The proposed method can fully utilize the entire input data, thereby enhancing registration accuracy.

B. Transformation Learning With Manifold Regularization

In the matching problem, the matched points are usually a part of the entire point set (i.e., \( L \leq M \)) because of the existence of noise, outliers, and occlusions. That is, only \( L \) points \( \mathbf{x}_1, \ldots, \mathbf{x}_L \) are given labels \( \mathbf{y}_1, \ldots, \mathbf{y}_L \) undergoing transformation \( T \), respectively. However, the input data in a point set registration task are typically sampled a specific object that possesses certain “intrinsic geometry.” For example, the spatial positions of points comprising a specific shape are not arbitrary and often obey a specific distribution. Thus, the remaining \( M - L \) points without labels may contain extra geometric structure information about the input data. Manifold regularization is considered to fully utilize such additional information [27], [47]. It defines an extra regularization term \( \|T\|_F^2 \) on the entire input data \( \{\mathbf{x}_i\}_{i=1}^M \) to constrain \( T \) in a low-dimensional manifold. Thus, the objective function in (3) becomes

\[
T^* = \min_{T \in \mathcal{H}} \sum_{i=1}^L \|y_i - T(x_i)\|^2 + \lambda_1\|T\|_F^2 + \lambda_2\|T\|_F^2 \quad (4)
\]

where the first regularization term controls the complexity of \( T \), and the second regularization term exploits the intrinsic geometry of the input data. As a manifold is typically located in a subspace, the first regularization term is then necessary. In particular, for those \( T \in \mathcal{H} \) providing the same value on a manifold, the solution that is smoother in the input space is preferred and expected to have better generalization capacity.

The graph Laplacian, which is a discrete analog of the manifold Laplacian, is used to define the manifold regularization term [27]. Suppose the input samples are drawn i.i.d. from a manifold, the graph Laplacian then models the manifold according to a weighted neighborhood graph, \( G \). Specifically, \( G \) is obtained by constructing the vertex set \( V = \{\mathbf{x}_1, \ldots, \mathbf{x}_M\} \) (the matched and unmatched points) with edges \( (\mathbf{x}_i, \mathbf{x}_j) \) if and only if \( \|\mathbf{x}_i - \mathbf{x}_j\|^2 \leq \epsilon \). The following weight is assigned to edge \((\mathbf{x}_i, \mathbf{x}_j)\):

\[
W_{ij} = e^{-\frac{1}{2}||\mathbf{x}_i - \mathbf{x}_j||^2}. \quad (5)
\]

According to \( W \), a matrix \( A \) is constructed with each element expressed as follows:

\[
A_{ij} = D_{ij} - W_{ij} \quad (6)
\]

where \( D = \text{diag}(\sum_{j=1}^M W_{ij})_{i=1}^M \) (i.e., the diagonal matrix whose \( i \)-th entry is the sum of the weights of edges leaving \( \mathbf{x}_i \)). Denote \( t = (T(x_1), \ldots, T(x_M))^T \). The manifold regularization term is defined as follows:

\[
\|T\|_F^2 = \sum_{i=1}^M \sum_{j=1}^M W_{ij}(t_i - t_j)^2 = \text{tr}(t^T A t) \quad (7)
\]

where \( \text{tr}(\cdot) \) indicates the trace of a matrix. Thus, the objective function (4) becomes

\[
T^* = \min_{T \in \mathcal{H}} \sum_{i=1}^L \|y_i - T(x_i)\|^2 + \lambda_1\|T\|_F^2 + \lambda_2\text{tr}(t^T A t). \quad (8)
\]

Its solution will be discussed subsequently in Section III-C.

C. Robust Transformation Learning

The transformation can be learned by minimizing the objective function in (4). Nevertheless, the putative set \( S = \{(x_i, y_i)\}_{i=1}^L \) usually involves several unknown false correspondences because it is constructed based on only local neighborhood structures. Therefore, the transformation learning procedure should be resistant to outliers. Next, we introduce an approach for achieving such robust learning based on manifold regularization.

For the inliers, the noise on the components of point positions is assumed to be isotropic Gaussian, i.e., \( N(0, \sigma^2I) \). While for the outliers, the corresponding point could appear anywhere in the output space, leading to a uniform distribution \( 1/a \), with \( a \) denoting the volume of the bounded output space [24]. Then, the \( i \)-th correspondence is associated with
a latent variable $z_i \in \{0, 1\}$, where $z_i = 1$ and $z_i = 0$ indicate Gaussian and uniform distributions, respectively. Let $X = (x_1, \ldots, x_L)^T$ and $Y = (y_1, \ldots, y_L)^T \in \mathbb{R}^{\times D}$ be the two point sets in the putative set. Thus, the likelihood of matching correctness is a mixture model expressed as follows:

$$p(Y | X, \theta) = \prod_{i=1}^L p(y_i | x_i, \theta) = \prod_{i=1}^L \left( \frac{\gamma}{(2\pi \sigma^2)^{D/2}} e^{-\frac{|y_i - T(x_i)|^2}{2\sigma^2}} + \frac{1 - \gamma}{a} \right)$$

(9)

where $\theta = \{T, \sigma^2, \gamma\}$ contains the variables to be solved, in which $\gamma$ specifies the marginal distribution of hidden variable $z_i$ (i.e., $\forall z_i$, $p(z_i = 1) = \gamma$). The nonrigid transformation $T$ is assumed to lie within the RKHS and simultaneously captures the intrinsic geometry of the input data. These properties can be incorporated into a prior on $T$ as: $p(T) \propto e^{-1/2(\gamma \|T\|^2)}$. The MAP solution of $\theta$ is estimated via the Bayes rule as follows:

$$\theta^* = \arg\max_{\theta} p(\theta | X, Y) = \arg\max_{\theta} p(Y | X, \theta) p(T)$$

(10)

The EM algorithm, which is a common technique for addressing the appearance of hidden variables, is considered to optimize the objective function. This paper follows standard notations [48] and omits several terms that are independent of $\theta$. Considering the posterior function in 10, its complete-data log posterior is expressed as follows:

$$Q(\theta, \theta^{\text{old}}) = -\frac{1}{2\sigma^2} \sum_{i=1}^L p_i \|y_i - T(x_i)\|^2 - \frac{D L p}{2} \ln \sigma^2 + L_p \ln \gamma$$

$$+ (L - L_p) \ln (1 - \gamma) - \frac{\lambda_1}{2} \|T\|^2_{\gamma} - \frac{\lambda_2}{2} \|T\|^2_{\lambda}$$

(11)

where $p_i = P(z_i = 1 | x_i, y_i, \theta^{\text{old}})$, $L_p = \sum_{i=1}^L p_i$. The EM approach iterates between an E-step and an M-step.

E-Step: This step focuses on computing the posterior distribution of hidden variables (i.e., $p_i$) according to the current newest parameter value (i.e., $\theta^{\text{old}}$). Let $P = \text{diag}(p_1, \ldots, p_L)$ denote a diagonal matrix, and it is obtained by using the Bayes rule as follows:

$$p_i = \frac{\gamma e^{-\frac{|y_i - T(x_i)|^2}{2\sigma^2}}}{\gamma e^{-\frac{|y_i - T(x_i)|^2}{2\sigma^2}} + (1 - \gamma) \frac{2\pi \sigma^2 D/2}{a}}$$

(12)

The value of $p_i$ ranging from 0 to 1 characterizes the degree of consistency that correspondence $(x_i, y_i)$ satisfies the current newest transformation $T$.

M-Step: This step focuses on determining the updated parameter as $\theta^{\text{new}} = \arg\max_{\theta} Q(\theta, \theta^{\text{old}})$. Let $T(X) = (T(x_1), \ldots, T(x_L))^T$. As $P$ is a diagonal matrix, we take the derivatives of $Q(\theta)$ with respect to $\sigma^2$ and $\gamma$ and set them to zero, the following closed-form solutions are obtained:

$$\sigma^2 = \frac{\text{tr}(Y - T(X))^T P(Y - T(X))}{D L_p}$$

(13)

$$\gamma = \text{tr}(P)/L.$$ 

(14)

Then, the terms of $Q(\theta)$ related to $T$ are considered, and the following manifold regularized risk functional is obtained [49]:

$$E(T) = \frac{1}{2\sigma^2} \sum_{i=1}^L p_i \|y_i - T(x_i)\|^2 + \frac{\lambda_1}{2} \|T\|^2_{\gamma} + \frac{\lambda_2}{2} \|T\|^2_{\lambda}.$$ 

(15)

The transformation $T$ is modeled in the RKHS $H$, which is defined uniquely by a matrix-valued kernel $\Gamma : \mathbb{R}^D \times \mathbb{R}^D \rightarrow \mathbb{R}^{D \times D}$. For the point set registration problem, a diagonal decomposable kernel is often sufficiently accurate to capture the spatial transformation [24], for example, $\Gamma(x, x') = \kappa(x, x') \cdot I$ with $\kappa(x, x') = e^{-\beta \|x-x'\|^2}$ being a scalar Gaussian kernel, where $\beta$ determines the range of interactions between different points. Thus, the representer theorem is derived as follows [27], [47] (the proof is provided in the Appendix).

Theorem 1: The optimal solution of the manifold regularized risk functional (15) is expressed as follows:

$$T^*(x) = \sum_{i=1}^M \Gamma(x, x_i)c_i$$

(16)

with the coefficient set $\{c_i\}_{i=1}^M$ determined by the following linear system:

$$(J^T P J \Gamma + \lambda_1 \sigma^2 I + \lambda_2 \sigma^2 A \Gamma) C = J^T P Y$$

(17)

where $\Gamma \in \mathbb{R}^{M \times M}$ is the Gram matrix and $\Gamma_{ij} = \kappa(x_i, x_j)$. $J = (I_{L \times L}, 0_{L \times (M - L)})$, $I$ being an identity matrix and $0$ being a matrix of all zeros, $C = (c_1, \ldots, c_M)^T \in \mathbb{R}^{M \times D}$ is the matrix of coefficients.

Convergence Analysis: Note that the objective function (10) is nonconvex in nature. Although global optimality is difficult to be warranted by existing optimization techniques, a stable local optimum, which is usually sufficient for solving real-world tasks, can be obtained. To this end, the variance $\sigma^2$ is initialized with a relatively large value, e.g., obtained by using (13) with $P = I$ and $T(X) = X$. The reason for doing so is that for a large value of $\sigma^2$, the objective function should be convex in a large range, thereby filtering out many noisy local optimum. The EM algorithm is employed to approach the desired minimum gradually. The objective function changes smoothly as $\sigma^2$ decreases; thus, using the minimum from the previous iteration as the initialization for the next round is beneficial to achieving a new better optimum. In other words, as the procedure iterates, a satisfying local optimum can be finally reached. This concept is associated with deterministic annealing [7], which adopts the solution of a relatively easy problem to provide the initializations recursively to increasingly difficult problems.

D. Fast Implementation

In our proposed method, we need to solve transformation $T$ in (17), which is the most time-consuming procedure. Its time complexity is cubic $O(M^2)$, which is problematic when dealing with large-scale problems. Even when the proposed method is implementable, an alternative which produces sub-optimal solutions but is more efficient may be preferred. Next, we give such an approximate and fast solution by using the idea similar to a subset of regressors [29].
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Instead of seeking the optimal solution in \( \mathcal{H}_M \), a sparsity-induced approximation, which is defined as \( \mathcal{H}_K = \{ \sum_{i=1}^{K} \Gamma(i, \hat{x}_i) c_i \} \), is adopted to optimize the problem in a space with less basis functions. In this paper, \( K \ll M \) and the point set \( \{ \hat{x}_i : i \in \mathbb{N}_K \} \) is composed of an arbitrary subset of \( \{ x_i : i \in \mathbb{N}_M \} \). This is inspired by Rifkin et al. [50] and Ma et al. [51] who found that such a simple random selection performs as well as those sophisticated and time-consuming methods. The manifold regularized risk functional over all samples is then minimized. According to sparse approximation, the solution forms the following shape:

\[
T(x) = \sum_{i=1}^{K} \Gamma(x, \hat{x}_i) c_i
\]  

(18)

with the coefficient \( \{ c_i \}_{i=1}^{K} \) determined by the following linear system:

\[
(U^T \Lambda U + \lambda_1 \sigma^2 \Gamma_x + \lambda_2 \sigma^2 \Gamma_x^T A V) C = U^T \Lambda Y \]  

(19)

where \( \Gamma_x \in \mathbb{R}^{K \times K} \) and \( \Gamma_{xij} = \kappa(\hat{x}_i, \hat{x}_j) \), \( U \in \mathbb{R}^{L \times K} \) and \( U_{ij} = \kappa(x_i, \hat{x}_j) \), \( V \in \mathbb{R}^{M \times K} \) and \( V_{ij} = \kappa(x_i, \hat{x}_j) \). Note that \( U \) equals to the first \( L \) rows of \( V \). The details of the derivation of (19), which are similar to that of Theorem 1, are omitted.

Unlike the optimal solution of taking the form of a linear combination of the basis functions \( \{ \Gamma(i, x_i) : i \in \mathbb{N}_M \} \), by the representer theorem, the solution based on our sparse approximation only involves \( K \) basis functions. In general, this procedure significantly speeds up the processing with a trivial loss in accuracy. Compared with the original algorithm, the fast implementation solves the linear system in (19) rather than that in (17).

**Computational Complexity:** For the linear system (17), the size of the coefficient matrix \( J^T P J + \lambda_1 \sigma^2 I + \lambda_2 \sigma^2 A \) is \( M \times M \), and thus the time complexity for solving \( T \) is \( O(M^3) \). In contrast, the size of the coefficient matrix \( U^T \Lambda U + \lambda_1 \sigma^2 \Gamma_x + \lambda_2 \sigma^2 \Gamma_x^T A V \) in the linear system (19) is only \( K \times K \), and thus, the time complexity for solving the transformation \( T \) is reduced to \( O(K^3) \). Nevertheless, the time complexity of computing the coefficient matrix \( U^T \Lambda U + \lambda_1 \sigma^2 \Gamma_x + \lambda_2 \sigma^2 \Gamma_x^T A V \) is \( O(K M^2) \) due to the multiplication operation on the \( M \times M \) graph Laplacian matrix \( A \). Given that \( K \) is a constant and independent of \( M \) and \( K \ll M \), the total time complexity of solving transformation \( T \) in fast implementation can be written as \( O(M^2) \). The space complexity of the proposed method scales as \( O(M^2) \) because of the memory requirements for storing the graph Laplacian matrix \( A \).

**E. Summarization and Implementation Details**

To produce reliable registration results, we iteratively construct the correspondences and learn the transformation. The number of iterations is fixed in this paper (i.e., usually 10 but more when the noise level is high or when the original point sets contain a large percentage of outliers). The proposed robust point matching approach is based on manifold regularization and is thus called robust point matching using manifold regularization (MR-RPM). The MR-MPM method is summarized in Algorithm 1.

The performance of point set registration is influenced by the coordinate system that expresses the data. To relieve such influence, we normalize the coordinates of the point sets. In particular, we adopt a linear scaling on the coordinates, so that the means of coordinates in the two point sets are both 0 and the variances are both 1. Rather than directly solving transformation \( T \), a displacement function \( f : T(x) = x + f(x) \), which is achieved straightforward by replacing the output with \( y - x \), is solved. Compared with the original position mapping, the use of the motion field achieves high robustness [16], [24].

**Parameter Settings:** The MR-RPM algorithm has four main parameters, namely, \( \epsilon, \beta, \lambda_1, \) and \( \lambda_2 \). Parameter \( \epsilon \) is used to establish the graph Laplacian and compute the weight of its edges. Parameter \( \beta \) characterizes the Gaussian window of the kernel function and determines the range of interactions between different points. The tradeoff between fitting the data and ensuring stability on the transformation is controlled by the two other parameters. In particular, \( \lambda_1 \) regularizes with respect to the entire input space, and \( \lambda_2 \) constrains the transformation to exploit the intrinsic geometry. Generally, the proposed method is robust to parameter changes. The following settings are used throughout this paper: \( \epsilon = 0.05, \beta = 0.1, \lambda_1 = 3, \lambda_2 = 0.1, K = 15 \), which are selected by the exhaustive grid search on one data set and kept unchanged in all the experiments. In addition, as described in Line 8 in Algorithm 1, we should make an initial assumption on the inlier ratio \( \gamma \), which is fixed as 0.9. The constant \( a \) for outlier distribution is assigned to the volume of output space after normalization of the point coordinates.

**IV. APPLICATION TO VISUAL HOMING**

In this section, we apply our method to the visual homing problem. Specifically, the MR-RPM is used for robust feature
matching and dense motion flow learning between two images. The focus-of-contraction (FOC) and focus-of-expansion (FOE) are derived accordingly to determine the homing directions.

A. Background

Visual homing, which aims to navigate a robot to a goal or home position from arbitrary starting positions solely based on visual information, has received increasing attention and plays an important role in many applications in the mobile robotics community [3]. The visual homing problem is usually solved based on sparse feature matching. Specifically, it initially matches local features in the two images and subsequently transforms the correspondences into motion flows, which are finally used to determine the homing vector [3], [52], [53].

In early homing methods, the positions and correspondences of landmarks are assumed to be known in advance. Such methods usually demand special settings to achieve a reliable performance, such as placing artificial landmarks in the work environment. This restriction limits its applications in practical visual homing problems. To address this issue, recent correspondence methods use feature points that are automatically extracted from images as landmarks, and the correspondences are built using the descriptors associated with them [3], [52]. For example, in [54], a biologically inspired method, such as average landmark vector, was combined with the feature points detected in panoramic images for visual homing and showed promising results. However, the feature correspondences in these methods are usually established based on only local descriptor information, and hence some unknown false matches will be introduced which degrade the homing performance. The robustness of visual homing methods has been verified to be dominated by the presence and amount of false correspondences [55]. Several heuristic methods are usually adopted to remove false correspondences to remedy the degradation caused by mismatches. In [52], features are assumed to be distributed approximately uniformly, and mismatch removal is not performed. Mismatch removal is explicitly conducted for visual homing using an effective random sample consensus (RANSAC)-like method in [3], but it relies on a parametric model. Usually, the spatial transformation of a panoramic pair cannot be modeled exactly by a parametric model [56]. The current study applies the proposed MR-RPM to establish accurate feature correspondences and learn accurate motion flows to enhance homing performance.

B. Motion Flow Learning

The dense motion flow between an image pair of the same or similar scenes is learned based on sparse feature matching. To this end, a set of putative matches $S = \{(x_i, y_i)\}_{i=1}^N$ is constructed by considering all possible matches between two feature sets (i.e., $\{x_i\}_{i=1}^M$ and $\{y_i\}_{i=1}^N$) and filtering out matches whose feature descriptors are sufficiently different, which can be fulfilled by several existing well-designed local image feature descriptors (e.g., scale invariant feature transform (SIFT) [57]). The putative match $(x_i, y_i)$ can be further converted to a motion flow sample by a transformation $(x_i, y_i) \rightarrow (u_i, v_i)$, where $u_i = x_i$ and $v_i = y_i - x_i$ denote the position and displacement, respectively. Therefore, this paper aims to learn a dense motion flow $f : v_i = f(u_i)$ from a set of sparse motion flow samples contaminated by several unknown outliers. Clearly, MR-RPM can be used to achieve this goal.

In the visual homing problem, the panoramic image usually achieves a 360° field-of-view horizontally, which is usually called “360 cylindrical panorama.” The image plane of this type of image can be considered a cylinder unrolled along with a certain vertical cutting line. Therefore, calculating the displacements between feature matches on the image plane by directly using the Euclidean distance is inappropriate, because the displacement will depend on the cutting line in this case. For example, two nearby matched features on the cylinder will have a large displacement on the image plane if they are located on the two sides of the cutting line. To address this issue, the motion flow vector is defined according to the cylinder distance as follows:

$$u_i = x_i$$
$$v_i = (y_i^h - x_i^h + \alpha x_{\text{max}}^h, y_i^v - x_i^v)$$

where $x_i^h$ and $x_i^v$ denote the horizontal and vertical coordinates of a feature point $x$, respectively; $x_{\text{max}}^h$ is the horizontal width of the image plane; and parameter $\alpha \in [0, \pm 1]$ is used to wrap the horizontal displacement to $[-x_{\text{max}}^h/2, x_{\text{max}}^h/2]$. After the motion flow sample set $S = \{(u_i, v_i)\}_{i=1}^N$ is obtained, the motion flow $f$ can be learned according to Lines 5–15 in Algorithm 1 under manifold regularization.

C. Visual Homing Using Singularities of Motion Flow

Previous work shows that the motion flow of a panoramic image pair has two singularities [58] corresponding to the FOC and FOE. These two singularities are separated by a half horizontal width of the panoramic image. The FOC and FOE have been used in many applications, including 3-D environment reconstruction and estimation of time-to-contact in visual navigation. Specifically, in the visual homing literature, the FOC and FOE have been used to determine the homing direction [52], [53]. A heuristic strategy has been proposed by detecting whether the SIFT features have grown or shrunk with respect to their sizes in the reference home image to localize the two singularities [52].

In our previous work [59], we have introduced a method that uses the dense motion flow to determine the FOC and FOE. Here, we briefly review this method. Generally, the FOC and FOE should lie on the horizontal line $u_i = x_{\text{max}}^h/2$ and are separated by $u_{\text{max}}^h/2$. Therefore, no significant differences in the estimation of these two singularities are observed. The subsequent paragraphs will only focus on the estimation of FOC because the generalization of FOE is straightforward.

After obtaining the motion flow $f(u_i)$, deriving the analytical solution of its singularities is impossible or difficult. Instead, several numerical methods can be adopted to derive an approximate solution. Formally, given that FOC lies on the horizontal line $u_i = x_{\text{max}}^h/2$, the motion flow $f(u_i)$ can be written as $v_i = f(u_i)$, where $f(u_i)$ is subject to the constraint $u_i = x_{\text{max}}^h/2$. The optimization problem of finding the homing vector $u_i$ subject to the above constraint can be formulated as:

$$\min_{u_{\text{max}}^h/2} \|v_i - f(u_i)\|_2^2$$

subject to $u_i = x_{\text{max}}^h/2$.

1The definitions of $u_i^h$, $u_i^v$, and $u_{\text{max}}^h$ are the same as $x_i^h$, $x_i^v$, and $x_{\text{max}}^h$, respectively, and $u_{\text{max}}^h$ is the vertical width of the image plane.
line \( u^h = u_{\text{max}}^h / 2 \), the following 1-D function can be defined:

\[
g(u^h) \triangleq f([u^h, u_{\text{max}}^h / 2]). \tag{22}
\]

Clearly, \( g(\theta) \) is continuous and differentiable, and the singularities correspond to the points whose left and right local neighborhoods have different signs. The formal definition of FOC is as follows.

**Definition (FOC):** FOC \( u_{\text{FOC}}^h \) is the point that satisfies 1) \( g(u_{\text{FOC}}^h) = 0 \) and 2) \( \exists \epsilon > 0 \) that satisfy \( g(u^h) > 0 \) for any \( u^h \) in the left \( \epsilon \)-neighborhood of \( u_{\text{FOC}}^h \) and \( g(u^h) < 0 \) for any \( u^h \) in the right \( \epsilon \)-neighborhood of \( u_{\text{FOC}}^h \).

A coarse-to-fine grid search strategy is used to find the optimal solution of FOC, which can achieve arbitrary precision. In the visual homing literature, all panoramic images usually have identical compass orientations by preprocessing. By converting the coordinate to the angle, the homing direction can be obtained as follows:

\[
\theta_{\text{homing}} = \theta_{\text{FOC}} = \frac{2\pi \cdot u_{\text{FOC}}^h}{u_{\text{max}}^h}. \tag{23}
\]

With this homing direction, the visual homing task can be accomplished, and a robot can be navigated back to its reference home position.

**V. EXPERIMENTAL RESULTS**

Experiments on 2-D shape contours and 3-D point clouds are conducted to demonstrate the effectiveness of the proposed MR-RPM. The experimental environment is a laptop which has a 3.0-GHz Intel Core CPU and an 8-GB memory, and the algorithm is implemented with MATLAB code.

**A. Results on 2-D Shape Contour**

For the registration of the 2-D shape contour, two publicly available shape models (i.e., a fish pattern and a Chinese character pattern) are used to test the performance of different methods. Following [7] and [22], these two patterns are artificially added with different types of degenerations, such as deformation, noise, outlier, rotation, and occlusion. There are five or six levels of degeneration (each level involves 100 samples) for every degeneration type. Note that the degeneration of outlier is to some extent analogous to the degeneration of occlusion, because in both cases there are some elements only included in one of the two point sets. However, for real-world tasks, the degeneration of occlusion is more common given that the uncommon points originate from an object contour. By contrast, for the degeneration of outlier, the uncommon points are generated randomly on the two patterns in our testing data sets. Moreover, the degeneration of rotation can be easily addressed in our method by adopting a feature descriptor that is rotation invariant. Thus, the proposed method is tested on only three types of degenerations, namely, deformation, noise, and occlusion.

The goal of point set registration is to align two point sets together, such as the model point set marked by “+” and the target point set marked by “o.” Fig. 1 schematically illustrates the registration evolution in the fish case. Different columns correspond to different stages of registration, while each row is polluted by a different type of degradation. From the results, we can observe that the MR-RPM registration is accurate and robust, and usually converges within 10 iterations.

More qualitative results of MR-RPM are offered in Fig. 2. For each group of results, the top figures depict the model (“+”) and the target points (“o”), while the bottom ones present the registration results. The results reflect that MR-RPM is capable to handle all of the different degradations. The registration performance declines gradually as the level of degradation goes up. However, even in the case of high degradation, particularly for deformation and occlusion, the results produced by the proposed method are still remarkable. The average elapsed time of our MR-RPM on these two patterns with approximately 100 points is approximately 0.5 s.

The results of seven methods (i.e., SC [13], robust point matching using thin plate spline (TPS-RPM) [7], robust point matching by preserving local neighborhood structures (RPM-LNS) [22], GMM-based registra-
Fig. 3. Comparison of MR-RPM with SC, TPS-RPM, RPM-LNS, GMMREG, CPD, GLTP, and VFC on the fish (top) and Chinese character (bottom). Error bars: registration error means and standard deviations over 100 trials.

### TABLE I

<table>
<thead>
<tr>
<th>Statistic</th>
<th>fish-Occlusion Ratio</th>
<th>Chinese character-Occlusion Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datsets &amp; Settings</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Ave. Error</td>
<td>MR-RPM</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>MR-RPM-S</td>
<td>0.0015</td>
</tr>
<tr>
<td>Ave. Time</td>
<td>MR-RPM</td>
<td>0.0311</td>
</tr>
<tr>
<td></td>
<td>MR-RPM-S</td>
<td>0.0018</td>
</tr>
</tbody>
</table>

The results in Fig. 3 show that SC, GMMREG, and GLTP are sensitive to noise, whereas TPS-RPM is poorly degraded when the occlusion ratio is high. The alignment performance of RPM-LNS and CPD is relatively good, which declines smoothly when the level of degradation goes up. By contrast, in most cases, the VFC and MR-RPM can achieve the best performance, except in high noise level. MR-RPM almost consistently outperforms VFC for different degradation types and degradation levels on all of the data sets, especially when the data are degraded by a large degree of deformation. Note that the key difference of our MR-RPM and the compared iterative algorithms, especially VFC, is that our MR-RPM adopts an extra manifold regularization term to regularize the transformation. Consistently better results illustrate that manifold regularization does play an important role in improving transformation learning.

We next validate the effectiveness of our sparse approximation and test the accuracy and efficiency of our method with and without sparse approximation on the two shape patterns with occlusion degeneration. The results are reported in Table I. We see that the average registration errors of MR-RPM and MR-RPM-S are quite close and that MR-RPM-S even improves the registration performance in some cases. This result may be because the sparse approximation solution with less basis functions in (18) is “simpler” than the original optimal solution in (16) and it is easier to solve in the context of nonconvex optimization. For the average runtime, we only report in Table I, the time cost of transformation estimation (i.e., without the time cost of correspondence construction), which can directly highlight the advantage of sparse approximation. The results show that sparse approximation can greatly improve registration efficiency, and this advantage is further magnified when the size of the point set goes up, especially in case of 3-D point cloud registration.
The influence of the parameter settings is also investigated. Specifically, we change the value of one parameter and fix the values of the other four parameters and test the average registration errors on the 100 fish pattern pairs, with the occlusion ratio at 0.3 (refer to the bottom right figure in Fig. 3). The results are reported below in Fig. 4. We see that the best performance can be achieved at $\epsilon = 0.05$, $\beta = 0.1$, $\lambda_1 = 3$, and $\lambda_2 = 0.1$. For parameter $K$, i.e., the number of bases used for sparse approximation, the performance generally improves as $K$ increases. However, the performance is already sufficiently good at $K = 15$. For the sake of efficiency, we set the default value to $K = 15$.

### B. Results on 3-D Point Cloud

To test the registration performance of the proposed MR-RPM on 3-D point clouds, we use a public wolf shape pattern with approximately 5000 points in different poses for the evaluation [60]. In Fig. 5, the first two columns show the results of the test on nonrigid deformation, and the other two columns show the results of the test on occlusion. Under both conditions, the proposed method consistently produces superior results. An average run time of approximately 47 s is required for this data set.

A quantitative comparison of two typical state-of-the-art methods, namely, CPD and VFC, is conducted. The average alignment errors on the nonrigid deformation and occlusion cases shown in Fig. 5 are 0.82 and 0.72 for CPD, 1.15 and 1.01 for VFC, and 0.78 and 0.53 for MR-RPM, respectively. Clearly, the proposed method consistently produces superior results. An average run time of approximately 47 s is required for this data set.

### C. Results on Visual Homing

MR-RPM is evaluated using a widely used panoramic image database$^2$ in the visual homing literature [3], [53].

The panoramic image database contains a collection of omnidirectional and unwrapped images in an indoor environment, together with ground truth for positions where the images were collected. The database includes several scenes, and the sizes of the collected images are $561 \times 81$, $583 \times 81$, or $295 \times 41$. The actual intervals between two nearest positions for image collection are 30 cm. Given that the image resolution is relatively low, the default parameter of SIFT is modified to generate more features. Specifically, the number of layers in each octave is increased from default 3 to 6.

Three types of methods for quantitative comparison, namely, homing in scale space (HiSS) [52], visual servoing-based methods [3], and motion flow interpolation by smoothness prior (MFI-SP) [53], are used to validate the effectiveness of MR-RPM in visual homing. Note that in [3], four variants of homing methods are introduced: 1) bearing-only visual servoing; 2) scale-only visual servoing; 3) scale and bearing visual servoing, and 4) simplified scale-based visual servoing (SSVS). For these four variants, only the results of SSVS are reported because of its superior performance and efficiency compared with the other three methods. Moreover, SSVS is the first choice of the original authors according to their comprehensive evaluation. We implement all the comparison methods and tune all the parameters according to the original papers to find the optimal settings. As in [3] and [52], the total average angular error (TAAE), minimal error (Min), maximal error (Max), and standard variation of error (StdVar) are used to evaluate the homing performance. For all the metrics, small values indicate good results.

1) Sparse Feature Matching on Panoramic Images: The method for sparse feature matching on panoramic images is tested. The ground truth is established by the manual

---

$^2$http://www.ti.uni-bielefeld.de/html/research/avardy/index.html

$^3$Among the different feature extraction methods used in this paper, the performances of HiSS [52] and SSVS [3] are not the same as those reported in previous studies. The reimplemented SSVS method in this paper does not contain the mismatch removal introduced in [3].
checking of each putative match in each image pair, and only 23 image pairs with large viewpoint changes are selected for quantitative evaluation. This method not only makes the test data challenging but also simplifies the construction of the ground truth. Four state-of-the-art feature matching algorithms, namely, RANSAC [56], identifying correspondence function (ICF) [61], graph shift (GS) [62], and VFC [24], are adopted for quantitative comparison.

The matching results of different approaches are reported in Fig. 6. The average inlier ratio in the putative sets is approximately 76.53%, and the average number of putative matches is approximately 125.2. The results show that MR-RPM clearly has the best precision and recall tradeoff. RANSAC has the best precision but the worst recall because the panoramic pair does not satisfy a parametric model exactly; thus, only a part of the true matches can be identified. The missing matches will inevitably affect the subsequent dense motion field interpolation. GS and ICF have similar performances but have middle-rank precisions and recalls. VFC has slightly better precisions than MR-RPM; however, the recalls of the proposed method are better, which is important for learning accurate dense motion flow in areas with few sparse feature matches. The runtime statistics of the different methods are also provided on the rightmost figure in Fig. 6. The average run time of MR-RPM is approximately 59 ms, which ranks in the middle among run times of the other methods.

2) Visual Homing on Panoramic Images: The method for visual homing is further tested. Fig. 7 provides several intuitive results of the different methods on homing performance. Position (5, 8) of the \textit{AoriginalH} data set is considered as the reference home position, and the homing vectors calculated from other images using the four methods are shown in Fig. 7(a)–(d). The corresponding average angular errors for each position of the data set are shown in Fig. 7(e)–(h). The results show that MR-RPM can provide more accurate homing results.

The feature matching result and estimated dense motion flow on a typical image pair are schematically shown in Fig. 8. Clearly, all the inliers and outliers in the putative set are correctly distinguished. The estimated dense motion flow, FOC, and FOE are also consistent with the real motion flow. In this example, the FOC and FOE are approximately (440, 41) and (133, 41), respectively. The proposed method usually takes approximately 9 ms to localize the FOE/FOC.
The statistics of the homing vector errors of all methods on the test database are reported in Table II. In general, MR-RPM can produce results that are better than or comparable to the results of other competitors.

VI. CONCLUSION

This paper proposes a novel approach named MR-RPM for the nonrigid registration of 2-D shape patterns and 3-D point clouds. Our approach uses manifold regularization to exploit the intrinsic geometrical structures of the given data, resulting in a reliable estimate of the underlying transformation. Fast implementation has also been provided to reduce algorithm complexity from cubic to quadratic. This enhances the suitability of the proposed method for the large-scale data (particularly 3-D point cloud). The superiority of MR-RPM over state-of-the-art alternatives is demonstrated on public 2-D and 3-D data sets qualitatively and quantitatively, particularly in the context of significant nonrigid deformations and/or occlusions. Moreover, the proposed method is applied to a real-world task, that is, visual homing, and it realizes a more advanced performance compared with other state-of-the-art methods.

APPENDIX

PROOF OF THEOREM 1

For any given reproducing kernel \( \Gamma \), a unique RKHS \( \mathcal{H}_M \) can be defined by considering the completion of the space as follows:

\[
\mathcal{H}_M = \left\{ \sum_{i=1}^{M} \Gamma(\cdot, x_i)c_i : c_i \in \mathcal{Y} \right\}
\]  

and its norm is induced by the following inner product:

\[
\langle f, g \rangle_{\mathcal{H}} = \sum_{i,j=1}^{M} \langle \Gamma(x_j, x_i)c_i, d_j \rangle \quad \forall f, g \in \mathcal{H}_M
\]  

where \( f = \sum_{i=1}^{M} \Gamma(\cdot, x_i)c_i \) and \( g = \sum_{j=1}^{M} \Gamma(\cdot, x_j)d_j \).

Let \( \mathcal{H}_{M,m} \) stand for a subspace of \( \mathcal{H} \), and it has the form

\[
\mathcal{H}_{M,m} = \left\{ T \in \mathcal{H} : T(x_i) = 0, n \in \mathbb{N}_M \right\}.
\]  

Considering the reproducing property [24], [49], \( \forall T \in \mathcal{H}_{M,m} \), we have the inner product

\[
\left\langle T, \sum_{i=1}^{M} \Gamma(\cdot, x_i)c_i \right\rangle_{\mathcal{H}} = \sum_{i=1}^{M} \langle T(x_i), c_i \rangle = 0.
\]  

That is to say, the two spaces \( \mathcal{H}_{M,m} \) and \( \mathcal{H}_{M} \) are orthogonal, and each \( T \in \mathcal{H} \) can be decomposed into two orthogonal components: \( T = T_M + T_M^\perp \), where \( T_M \in \mathcal{H}_M \) and \( T_M^\perp \in \mathcal{H}_{M,m} \). Moreover, \( T = (T_M(x_1), \ldots, T_M(x_M))^T \). Based on the orthogonality \( \|T_M + T_M^\perp\|_{\mathcal{H}}^2 = \|T_M\|_{\mathcal{H}}^2 + \|T_M^\perp\|_{\mathcal{H}}^2 \) and the reproducing property \( T(x_i) = T_M(x_i) \), the regularized risk functional satisfies the following expression:

\[
\mathcal{E}(T) = \frac{1}{2\sigma^2} \sum_{i=1}^{L} p_i \|y_i - T(x_i)\|^2 + \lambda_1^2 \|T_M + T_M^\perp\|^2_{\mathcal{H}} + \frac{\lambda_2}{2} \text{tr}(T_M^T A T_M).
\]  

Thus, the optimal solution of the objective function (15) is derived from the space \( \mathcal{H}_M \) and hence can be expressed as (16). By defining the functional \( \|f\|_{\mathcal{H}} \) as \( \|f\|_{\mathcal{H}} = ((f, f))_{\mathcal{H}}^{1/2} \) and considering the inner product in (25), the manifold regularized risk functional is then converted into the matrix form as follows:

\[
\mathcal{E}(T) = \frac{1}{2\sigma^2} \|P^{1/2}(Y - J\Gamma C)\|_{\mathcal{F}}^2 + \lambda_1^2 \text{tr}(C^T \Gamma C) + \frac{\lambda_2}{2} \text{tr}(C^T \Gamma \Lambda C) \tag{29}
\]

where \( \Gamma = (\Gamma_{ij}, \delta_{i,j}) \) is an \( M \times M \) matrix and \( \Gamma_{ij} = \kappa(x_i, x_j) \), \( J = (I_{M \times L}, \delta_{L \times (M-L)}) \), and \( C = (c_1, \ldots, c_M)^T \) is the \( M \times D \) coefficient matrix. The linear system in (17) can be obtained by considering the derivative of (29) with respect to \( C \) and setting it to zero. Therefore, the coefficient set \( \{c_i\}_{i=1}^{M} \) of the optimal solution \( T \) is determined using the linear system (17).
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