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ARTICLE INFO ABSTRACT

Keywords: With the advent and progression of Natural Language Processing (NLP) methodologies, the domain
Citation fuflCtion of automatic citation function classification has gained popularity and considerable research
Deep learning efforts have been contributed to this task. Automatic citation function classification has a joint

Bibliometrics

. computational linguistic and bibliometrics background. However, due to the different expertise
Pretrained language model

in both fields, there is rarely a comprehensive and unified analysis of this task. We provide a
detailed and nuanced examination analysis of the evolution of citation function classification task
from the dimensions of citation function annotation schemes, widely employed benchmarks, and
computational models. We first present the origins and the development of the citation function
classification task. From the perspective of multi-disciplinary integration, we then discuss how
bibliometrics and NLP can be better combined to contribute to the citation function classification
task. Finally, based on the deficiencies that we have found in the task, we suggest some promising
prospects in both bibliometrics and NLP to be investigated.

1. Introduction

Citations provide a way of validating the contributions of a specific scientific paper and connecting scientific papers in a unified
citation network. They are an essential tool for understanding the context and motivations of a scientific text, and for tracing the
development and evolution of ideas and research within a particular field (Shadish et al., 1995; Zhang et al., 2021; Aljohani et al.,
2023). For many years, the most widely used metric to evaluate the scientific impact has been the citation counts (Hassan et al., 2020;
Qian et al., 2020). Many different computational indicators based on citation counts have been developed to assess the performance
of scholars, individuals, and institutions (Safer & Tang, 2009; Jung & Segev, 2013; Berrebbi et al., 2022; Hu et al., 2023; Zhang et al.,
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Table 1
Previous surveys related to citation function classification. Biblio.—Bibliometrics; C.S.—Computer Science.

Pretrained ~ Comparison of
Paper Year  Research Method  Domains  Research Focus Deep Learning  Language Annotation
Model Scheme/Datasets

Comparison of
Models

The paper provides an insightful survey of citation
2014 Non-systematic Biblio. content analysis, showcasing current methodologies =~ NO NO NO NO
and applications.

The paper summarizes recent NLP-driven citation
2016 Non-systematic C.S. analysis research, emphasizing significant YES NO NO NO
experiments and practical examples.

The paper condenses research on identifying and
2017 Non-systematic C.S. classifying citation contexts, exploring latest YES NO YES NO
techniques and data repositories used.

The paper employs a meta-synthesis approach to

2021 Systematic Biblio. e . A
create a new classification for citation motivations.

YES YES NO NO
The paper examines publications using NLP

YE YE YE N
and machine learning for citation related tasks S S $ °

2021 Systematic C.S.

The paper explores the symbiotic relationship
2023b Non-systematic C.S. between citations and large language models, YES YES NO NO
highlighting their joint advancements and impacts.

2024). However, citations are used in scientific papers for many reasons (Small, 1982; Siddharthan & Teufel, 2007; Zhu et al., 2015;
Jung & Segev, 2013). For example, some citations are used to describe the background information about the research topics, whereas
others may provide motivation or technical knowledge. Knowing these citation functions can facilitate further research, including
but not limited to, identifying meaningful citations (Valenzuela et al., 2015), improving the efficiency of literature review (Lyu et al.,
2021), and creating better citation-based indicator (Teufel et al., 2006b).

In 1965, Garfield, the pioneer of bibliometrics, identified fifteen different reasons why a paper might be cited (Garfield, 1965).
This is also one of the earliest efforts to consider the different types of citations. However, in the past century, scholars primarily used
manual counting methods to differentiate between different types of citations (Weinstock, 1971; Moravcesik & Murugesan, 1975). With
the proliferation of scientific publications on the Internet, the automated classification of citations has gained significant importance.
With the advancements in text mining and NLP techniques, computer science researchers are now able to process large amounts of
text, thereby making it possible to automate citation function classification. Teufel et al. (2006b) proposed an automated classification
model based on supervised learning. Following this, the citation function classification task becomes more and more popular among
computer science and data science scholars, particularly when the deep learning model becomes more powerful to tackle the textual
information (Abu-Jbara et al., 2013; Jurgens et al., 2018; Cohan et al., 2019; Zhang et al., 2021; Du et al., 2023).

Existing surveys on Citation Function Classification from the bibliometrics domain (Ding et al., 2014; Lyu et al., 2021) introduce
a comprehensive set of citation function labels and methods but overlook computational feasibility. In contrast, NLP-focused surveys
by Hernandez-Alvarez and Gomez (2016), Jha et al. (2017), and Igbal et al. (2021) emphasize text analysis tasks and advanced algo-
rithms, often integrating citation function classification within broader citation content analysis frameworks. Unlike previous works,
this survey evaluates the citation function classification task from both bibliometrics and modern NLP perspectives. We systematically
review research efforts in citation function classification, focusing on annotation schemes, popular benchmarks, and state-of-the-art
computational models from the past decades.

We come to the following conclusions: 1) the annotation schemes are becoming increasingly simple, 2) the scale of datasets
is becoming increasingly large, and 3) the computational models used for citation function classification are becoming more and
more computationally expensive and complicated. Additionally, we identify the current research challenges and summarize the
future directions in citation function classification, which are poised to benefit both the bibliometrics and computer science research
communities significantly. Our contributions are three folds:

« We introduce the evaluation for the task of Citation Function Classification from bibliometrics to modern NLP as well as the
contributions from both fields.

+ We systematically and comprehensively review the annotation scheme, benchmarks, and computational models for the task of
Citation Function Classification.

« We summarize the major problems of existing research efforts in Citation Function Classification and point out several promising
research directions.

2. Literature review

There are some existing surveys covering the Citation Function Classification task. From the bibliometrics domain, Ding et al. (2014)
introduce the concept of citation function classification task as well as its future development. Lyu et al. (2021), on the other hand,
focus on introducing a diverse and comprehensive set of citation function labels based on the previous research efforts. However, both
of them do not consider computational feasibility. In contrast, from the NLP domain, Hernandez-Alvarez and Gomez (2016) focuses
on describing all text analysis tasks associated with citations, wherein citation function classification is just one of the tasks. Jha
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Fig. 1. Representative works of different technologies in different periods of citation function classification.

et al. (2017) and Igbal et al. (2021) simply list the advanced machine learning and NLP algorithms employed in citation function
classification tasks. We also list some other highly cited surveys that are relevant to citation function classification in Table 1.

We further compare some highly cited surveys related to citation function classification published in recent ten years, including
their research method and review focus. Most of them are not only focused on citation function classification but also include other
citation content analysis. However, prior reviews in the field of bibliometrics have primarily focused on providing an introduction
to citation content analysis and discussing the concept of the citation function classification task in a general sense. Additionally,
researchers in the bibliometrics domain investigate different citation functions and further provide more logical citation functions
to the research community. Researchers from computer science always have a different point of view when they draft the literature
review related to citation function classification as they mostly focus on introducing the citation function classification task in a
computational perspective (Herndndez-Alvarez & Gomez, 2016). Most of them emphasize describing the details of different citation
function classification frameworks, datasets, and compression of experimental results.

Unlike these previous works, this survey focuses on the evaluation of the citation function classification task from both bibliomet-
rics and modern NLP domains. We systematically review the research efforts in citation function classification in terms of annotation
schemes, popular benchmarks, and state-of-the-art computational models over the past decades.

3. Methodologies

To conduct our literature overview, we adopted a systematic approach following the guidelines set by (Lyu et al., 2021; Igbal et
al., 2021). We began by compiling a list of candidate keywords, drawing from seed articles in our prior research on citation function
classification. Using these keywords, we implemented a four-step strategy to ensure thorough retrieval of relevant studies. First, we
searched for articles on citation function classification in the Web of Science (WOS) to identify appropriate search terms. This involved
analyzing and recording words from titles, abstracts, and keywords. Based on this process, we formulated the following search terms:
“citation function classification” OR “citing reason*” OR “citation motivation classification*” OR “citer motivation classification*”
OR “citing motives classification” OR “citation purpose classification” OR “citation classif*” OR “citation taxonomy” OR “citation
typology” OR “citation behavio*” OR “citation practice.” Additionally, we included broader concepts such as “citation behavior” and
“citation practice” to capture a wider range of related studies.

Next, we conducted a literature search in September 2023 across three electronic databases—WOS, Google Scholar, and ACL
Anthology—to encompass a broad spectrum of citation research. We also hand-searched reference lists of included articles and
reviews to complement our search. Moreover, we tracked newly published studies throughout the research period to ensure no
potential articles were omitted. This query yielded 108 publications indexed in the three databases. We then filtered out irrelevant
publications by reviewing their abstracts and applied pre-processing and data screening techniques to refine the dataset, ultimately
identifying the most pertinent publications. Finally, we conducted a comprehensive full-text review and comparative analysis of the
selected research publications based on feature sets and accuracy. This process resulted in a core set of 31 key publications. Notably,
we observed a slight increase in journal articles in recent years among these selected publications.

In this literature review, we particularly focus on new advancements leveraging deep learning approaches in citation function
classification, topics that were not emphasized in previous reviews. Our comprehensive keyword-searching strategy ensures that we
have included all necessary papers for the literature review. However, a limitation of our approach is the lack of an assessment of
the risk of bias in the included studies.

4. Evolution of citation function classification

We follow the term “Citation Function”, introduced by Teufel et al. (2006b) to describe the different roles or purposes that citations
play in scientific literature. This is equivalent to the terms used in other works, i.e., “Citing Motivation” (Lyu et al., 2021), “Citation
Purpose” (Abu-Jbara et al., 2013), and “Citation Intent” (Roman et al., 2021). The fundamental idea behind them remains the same
— citations in a scientific document can be categorized based on their textual content. We do not specifically discuss the sentiment or
polarity of citations (Yousif et al., 2019b). Rather, we focus on identifying and classifying the different functions that a reference can
serve.

Fig. 1 depicts the development process of citation function classification methods over time. It shows that different representative
works have been proposed in different periods. Before the advent of computational model based automated classification, most
scholars have to manually count the citations to quantify the different citation functions (Moravesik & Murugesan, 1975; Chubin
& Moitra, 1975; Oppenheim & Renn, 1978). By counting different citation functions, researchers could understand the fine-grained
reasons why a particular paper is cited and the exact content it is cited for. However, manually labeling the citation function is
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Fig. 2. Evolution of citation function classification annotation scheme from highly cited works of both bibliometrics and computer science domain.

time-consuming (Igbal et al., 2021). With the increasing volume of scientific publications, the need for automated citation function
classification has become increasingly important and practical. Machine learning, i.e., Support Vector Machine (SVM) (Joachims,
1998), has been employed in citation function classification to obtain impressive performance (Teufel et al., 2006b; Jurgens et al.,
2018). In recent years, an array of intricate and sophisticated deep learning architectures has been progressively deployed in the
execution of this task (Cohan et al., 2019). More recently, the use of pre-trained language models, such as BERT and SciBERT, has
become increasingly popular in the citation function classification task and has demonstrated superior performance (Beltagy et al.,
2019; Zhang et al., 2021; Roman et al., 2021). Based on the literature, we summarize the citation function classification task into
three steps:

« Elaboration of the Citation Function Annotation Scheme;

+ Construction of Citation Function Annotation Benchmarks; and

« Using training data from annotation benchmarks to train the automatic citation function classification models and evaluate the
models’ performance.

In most previous works, the citation function classification task is defined as a single-label classification task. We further formulate
the citation function classification task in a machine-learning framework with mathematical notations. Let C denote the citation with
a set of features, i.e., the text of the citation and the context in which it appears. Let Y denote a citation function label which
is a label from a predefined set of classes, i.e., “Background information” or “Comparison”. The mathematical formulation of the
citation function classification task involves training a model to approximate a function f : C — Y, where the model’s objective is
to accurately map each citation instance C to a corresponding label or function Y, based on the citation’s contextual and content
attributes. However, we note that some most recent research works also define citation function classification task as a multi-label
classification task, since in the real scenario, one reference may serve for different functions of the citing paper (Lauscher et al., 2022;
Zhang et al., 2021).

We further dive into the specific aspects of the citation function classification task by analyzing the change of annotation scheme
in Section 4.1, different ways of constructing datasets in Section 4.2, and the evolution of computational models in Section 4.3.
In each section, we describe the contributions of scholars in bibliometrics and computer science pertinent to the citation function
classification task and how they learn from each other to further improve the task. In the meantime, by analyzing the remaining
challenges of this task, we summarize how researchers from both disciplines can benefit from deeper collaboration in the future.

4.1. Annotation schemes

Garfield (1965) recognizes the significance of classification schemes for citations. Different citations may reflect different reasons
and motivations for authors citing other people’s works. MacRoberts and MacRoberts (1989) point out that citations have different
types and should not be treated equally. By analyzing different types of citations, we can better understand an article.

Fig. 2 depicts how the citation function annotation scheme changes over time. We can see that the manual annotation frameworks
proposed by early bibliometrics scholars are sociologically orientated, relatively complex, and difficult to distinguish (Teufel et al.,
2006a). However, they are very detailed and academic (Garfield, 1965; Moravesik & Murugesan, 1975). Nevertheless, the manual
annotation scheme has some challenges as follows:

1. Unable to handle large volumes of literature (Li et al., 2013) — Traditional manual citation function annotation schemes require
the annotator to understand all the selected articles and annotate all the citations’ functions. As more and more articles are
published online, it is impossible to label every article by hand.
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2. Taking too much human effort (Pride & Knoth, 2017) — The annotator of the traditional manual citation function annotation
scheme needs to be an expert in the specific research domain of the selected literature. The annotation process is time-consuming
and monotony (Bertin et al., 2016).

3. The real scenarios of using citations can be complex (Lauscher et al., 2022; Zhang et al., 2022) — One cited paper can be used
many times in one citing paper, and one citing sentence may contain multiple citations. These complex scenes will be a huge
obstacle to manual annotation.

As a result, automatic citation function classification becomes crucial. Many computer scientists, inspired by bibliometricians,
have designed automatic classification schemes. Teufel et al. (2006a) propose an automatic annotation scheme with twelve classes
of citation functions inspired and modified from Spiegel-Rosing (1977). They remove one sociologically orientated class which is
not easy to annotate in the real scenario. Jochim and Schiitze (2012) fully inherit the four-faceted citation function classification
proposed by bibliometric scholar (Moravesik & Murugesan, 1975). The classification scheme can be summarized into four folds, i.e.,
conceptual or operational, organic or perfunctory, evolutionary or juxtapositional, confirmative or negational, and each citation from
the target corpus needs to be annotated with one function (Moravesik & Murugesan, 1975). Dong and Schéfer (2011) also look into
the “organic or perfunctory” dimension of Moravcesik and Murugesan (1975)’s scheme and further break it down into four classes:
background, fundamental idea, technical basis, and comparison. Inspiring by Spiegel-Rosing (1977) and Teufel et al. (2006a), Jha et
al. (2017) propose a six classes annotation scheme from a bibliometric perspective which later facilitated deep citation text analysis.
Following Teufel et al. (2006a), Zhao et al. (2019) propose a new annotation scheme for defining the function of online resource
citations.

We observe that, for some research domains such as bioinformatics, scholars also get inspiration from traditional manual annota-
tion schemes of bibliometrics to design domain-specific automatic citation function classification schemes (Yu et al., 2009). Agarwal
et al. (2010) develop an eight-class automatic annotation scheme for biomedical articles developed from Yu et al. (2009). After
studying the manual annotation scheme of Jochim and Schiitze (2012) and Teufel et al. (2006a), Abu-Jbara et al. (2013) conclude
a six-class scheme: criticizing, comparison, use, substantiating, basis, and neutral (other). Also, citations are not equal, i.e., some of
them can be influential (Zhu et al., 2015). Valenzuela et al. (2015) leverage the concept of citation function to recognize meaningful
citations. A citation is considered meaningful if the citing paper uses or extends the ideas and information presented in the cited
paper. Hassan et al. (2017) further extend the work of Valenzuela et al. (2015) to determine the importance of citations via citation
functions. Jurgens et al. (2018) from the computer science community proposed a six-class annotation scheme and further leveraged
the same scheme to measure the evolution of the NLP research domain via papers from ACL anthology (Jurgens et al., 2018). Authors
always take the context and source of information into account when they cite the references. Lin (2018) from bibliometrics use an
eight-class automatic annotation scheme to analyze the citation of articles representing six social science subjects. As a result, Lin
(2018) finds that the distribution of citation functions across the six subject fields is significantly different, thereby indicating that
there are variations in citing decisions among different disciplines in the Humanities and the Social Sciences.

Through the analysis of the previous literature, we have found a very interesting phenomenon, i.e., scholars from a biblio-
metrics background are inclined to design a complex and comprehensive annotation scheme which is more theoretical (Lyu et
al., 2021). However, scholars from a computer science background tend to simplify the annotation scheme which is more practi-
cal (Hernandez-Alvarez & Gomez, 2016; Pride & Knoth, 2017; Igbal et al., 2021). Scholars from bibliometrics leverage the citation
function classification to investigate the specific characteristics of their field which can facilitate a better understanding of the ideas,
theories, and methods used in the discipline and how they relate to other disciplines. We also note that scholars from different re-
search domains may modify the same previous citation function scheme in different ways. For example, both inspired by the six-class
annotation of Jurgens et al. (2018), Cohan et al. (2019) simplify the scheme into three function classes. However, Zhang et al. (2021)
develop a three dimension scheme with ten function classes. From a linguistic perspective, Bertin and Atanassova (2024) conducts
an experiment on the semantic annotation of citation contexts in articles from seven PLOS journals, employing a rule-based approach
and linguistic resources with ten distinct categories. Nevertheless, computer science researchers must account for not only the expense
associated with manual annotation but also the capacity of the computational model to interpret the annotation scheme effectively,
as this is critical for optimizing overall performance. In the future, scholars should find a balance between the two directions.

4.2. Datasets

Unlike other tasks, the goal of the citation function classification task requires high-quality annotated data. In most of the cases,
the annotator needs to read and understand the citation sentences and their context to label the function. Previous researchers
have conducted different ways to construct the dataset. Fig. 3 depicts the three ways of creating the citation function classification
dataset:

(1) Expert annotation (Weinstock, 1971; Teufel et al., 2006b; Agarwal et al., 2010; Dong & Schéifer, 2011; Jurgens et al., 2018) —
Following the tradition of bibliometrics, most previous works choose expert annotation since experts of a specific research domain
have a deep understanding of the subject and are able to accurately identify the citation function based on their knowledge and
experience. For example, Valenzuela et al. (2015) invite experts to annotate their benchmark. Normally, there will be an annotation
guideline or a pilot annotation study to help the annotators to reach an agreement and make the decision before they formally start
to annotate (Teufel et al., 2006a; Cohan et al., 2019). To ensure the quality of data, it is important to measure the inter-annotator
agreement using Kappa coefficient (Cohen, 1960) or confidence score (Cohan et al., 2019). Expert annotation is the most common
annotation method since it can help to create a consistent and standardized dataset of citation instances with citation function labels.
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Table 2
Cross comparison of widely used citation function classification datasets.
Dataset Domain(s) Annotation  Total Classes
Neutral: 63%, Uses: 16%, Comparison in Goals: 4%, Similar: 4%,
Teufel Computer o - o I o : : o
(Teufel et al., 2006a) Linguistics Expert 2,829 Weakness: 3%, Positive: 2%, Comparison in Results: 1%, Starting point: 1%,
” Contrast Method: 3%, Unfavourable Contrast: 1%, adapts: 1%, Support: 1%
DFKI Back: : 65%, Technical Basis: 24%
Computer Expert 1,768 ackground: 65%, Technical Basis: 24%,

(Dong & Schéfer, 2011) Science Fundamental Idea: 7%, Comparison: 4%

UMICH Computer Expert 3568 Criticizing: 16%, Comparison: 8%, Use: 18%, Substantiating: 8%,
(Jha et al., 2017) Linguistics P ’ Basis: 5%, Neutral: 45%
Bakhti Computer Semi 2.000 Based on, Useful, Acknowledge, Contrast,
(Bakhti et al., 2018a) Science ? Weakness, Hedges
ACL-ARC Computer Expert 1.089 Background: 51%, Extends: 4%, Uses: 19%, Motivation: 5%,
(Jurgens et al., 2018) Linguistics P ’ Compare/Contrast: 18%, Future Work: 4%
SciCit Ci ter Sci
(é;hla:l etal,, 2019) &OI\I/IIIS(;iceirne clence Expert 11,020 Background: 58%, Method: 29%, Result Comparison: 13%
. . . . 0, . 0, . 0,
Act Multiple Scientific Author 11,233 Background: 55%, Uses: 16%, Compare: 12%,

(Pride & Knoth, 2020) Domains Motivation: 10%, Extension: 6%, Future: 2%
Motivation: 1%, Comparison: 8%, Extension: 1%,
Expert 9,594 Application: 15%, Background: 28%, Method: 30%, Data: 5%,

Result: 4%, Positive: 5%, Negative: 3%

TDMCite Computer
(Zhang et al., 2021) Linguistics

L@,J
— EoAl

= ogelye
B

Expert Annotation Semi Automatic Annotation Author Annotation

O
O
O

;

Fig. 3. Various methods for annotating data in the citation function classification task.

(2) Semi-automatic annotation (Bakhti et al., 2018a) — Previous studies have primarily relied on manual annotation methods to
classify citations. This can be both time-consuming and dependent on specific subject domains. The use of semi-automatic annotation
methods can help reduce time and human effort. However, this method still requires an accurate, manually labeled corpus and there
is still room for improvement in automatic annotation.

(3) Author self-annotation (Bonzi & Snyder, 1991; Shadish et al., 1995; Pride & Knoth, 2020) — Questionnaire surveys, wherein the
author of the citing paper is asked to annotate the citation’s function, is the most classical method for collecting data on a citation’s
function (Vinkler, 1987; Case & Miller, 2011). The authors have a better understanding of their own works, and it is easier for them to
identify the function of citations made by others (Case & Higgins, 2000). Recently, an Academic Citation Typing (ACT) platform has
been implemented by scholars from the bibliometrics domain (Pride et al., 2019). This platform can send a survey containing a couple
of questions to the original author of the citation and let the author of the citation annotate the function of their own publications
into six classes for the citing paper. However, authors may have their own subjective ideas leading to inaccuracies in the annotation,
and the response rate of the authors may be low.

The success of the citation function classification task is fundamentally contingent upon both the quality and the volume of the
data utilized. Table 2 presents the details of popular datasets of citation function classification task. Firstly, as we can observe in the
citation function classification task, whether a dataset is constructed by individual researchers, research institutions, or companies,
the scale of the dataset is limited. For example, the famous benchmark, Acl-ACR citation dateset (Jurgens et al., 2018), has 1,989
labeled instances and the other commonly used benchmark, Scicite (Cohan et al., 2019), has 11,020 labeled instances. As we can
observe from Table 2, the data sparsity problem lies in the citation function classification task. Most datasets have only a few thousand
pieces of labeled data, while a few have more than tens of thousands of labeled data (Jurgens et al., 2018; Cohan et al., 2019). The
scale of the manually annotated datasets is small because manual labeling requires sufficient time, expertise, and human effort.

As the statistics of the proportion of different citation function classes show, the data imbalance problem is quite severe. All
of the presented datasets have imbalance issues, and this may be associated with the natural distribution of citations (Lyu et al.,
2021; Zhang et al., 2021). For example, one paper may only have one citation that serves the inspiration purpose but many citations
may contribute to the background knowledge. In fact, in most of the scientific literature, the related work section, compared with
any other section, occupies the highest number of citations, and citations in this section have a high chance to suggest background
knowledge (Lyu et al., 2021). For the above-discussed data scale issue and data imbalance problem, we also propose the solutions in
Section 6. We observe that different datasets may have classes that overlap or are very similar to each other. For example, the class,
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Fig. 4. This figure portrays the computational methods utilized in different research works on citation function classification across various time periods.

Idea, from Dong and Schéfer (2011) is similar to the class, Motivation, in the work of Jurgens et al. (2018). Most citation function
classification datasets have the Background class, the Comparison class, and the Method class (Cohan et al., 2019).

Rules and guidelines for conducting dataset process annotations are crucial, as they determine the quality of the scheme and
significantly impact the final performance of the classification task (Teufel et al., 2006a). In most previous studies, the rules and
guidelines for citation function classification datasets are often descriptions of the citation function classes (Pride & Knoth, 2017).
Having detailed and clear descriptions helps annotators understand the different citation function classes, thereby improving the
efficiency and quality of the annotation process. We further observe two typical characteristics in these descriptions:

(1) Descriptions with Varying Levels of Detail: The descriptions can range from a few keywords to several sentences that explain
the meaning of different citation function classes. For instance, Teufel et al. (2006b) described the “Use” class as “uses tools/al-
gorithms/data/definitions.” However, the study by Pride and Knoth (2020) described the Use class as “The citing paper uses the
methodology or tools created by the cited paper.”

(2) Descriptions with Diverse Descriptive Approaches: While different studies may use various methods to describe the same cate-
gory, the underlying meaning generally remains consistent. For example, the study by Cohan et al. (2019) described the “Background”
class as “The citation states, mentions, or points to the background information giving more context about a problem, concept, ap-
proach, topic, or importance of the problem in the field.” However, the study by Jurgens et al. (2018) described the Background class
as “P provides relevant information for this domain.”

4.3. Classification models

As data mining and NLP technology continue to advance, more and more powerful computational models are being utilized in
the citation function classification task. The recent availability of full-text scientific publications has enabled researchers to extract
a vast amount of textural information from online resources. Like other text classification tasks, precision, recall, and F1-score are
the most popular evaluation metrics in the citation function classification tasks. Fig. 4 delineates the chronological progression of
computational methods employed in the domain of citation function classification over different time periods. It is observed that
with the advancement and increasing sophistication of deep learning technology and pre-trained language models, there has been
a notable shift towards the adoption of deep learning-based approaches in recent research endeavors pertaining to citation function
classification tasks. In addition, Table 3 presents a more comprehensive comparison of various classification models and the outcomes
of the citation function classification task.

Due to the interdisciplinary nature of this task, we have made every effort to compare different studies using the same datasets
and metrics. To ensure thoroughness, we have also included additional papers that employ various evaluation metrics.

Traditional quantitative analysis - Previous research on citation function classification primarily relies on reading and understanding
the literature by humans and further manually analyzing the citation content (Oppenheim & Renn, 1978; Frost, 1979). By sending the
survey out and interviewing authors, bibliometrics scholars collect the data of citation function task and further manually calculate
the count of different citation function classes (Vinkler, 1987; Case & Miller, 2011; Fazel & Shi, 2015).
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Table 3
Computational classification models and results comparison. C.S. mean Computer Science and AAN means ACL Anthology Network dataset.
Pretrained .
. Handcraft  Nueral Citation Data Number of  Number of  Best
Studies Lanaugae Dataset .
Feartures  Network Model Network Repository Instances Classes Performance
Teufel et al. (2006b) Y N N N Teufel200s ~ ComPutational ) goq 1 Marco-F1 0.57
Linuistics
Agarwal et al. (2010) Y N N N GENIA Biomedical 2,977 8 F10.75
Corpus
. ACL-ARC Computational
Sugiyama et al. (2010) Y N N N (2007) Linguistics 10,921 2 Accuracy 0.88
Dong and Schifer (2011) Y N N N DFKI Computational /o 4 Marco-F1 0.66
Linguistics
Jochim and Schiitze (2012) Y N N N ACL-ARC - Computational g 5, 8 Marco-F1 0.62
(2004) Linguistics
Abu-Jbara et al. (2013) Y N N N AAN Computational 4 o, 6 Marco-F1 0.58
Linguistics
Valenzuela et al. (2015) Y N N N ! C.O mp}l tianonal 450 2 Precision 0.62
2015 Linguistics
Jurgens et al. (2018) Y N N N AC.L-A.RC C.omp.utiatlonal 1,969 6 Marco-F1 0.53
(Citation) Linguistics
Bakhti et al. (2018a) N CNN N N AAN Computational g 6 Accuracy 0.65
Linguistics
Hassan et al. (2018a) Y LSTM N N ! C,o mp,u tz}tlonal 450 2 Accuracy 0.92
2015 Linguistics
Yousif et al. (2019a) N RCNN N N AAN Computational 4 g 6 Marco-F1 0.85
Linguistics
. CS. &
Zhao et al. (2019) N LSTM N N SciRes L. 3,087 6 Marco-F1 0.72
Medicine
. CS. & ..
Roman et al. (2021) N N BERT N SciCite . . 11,020 3 Precision 0.89
Medicine
Maheshwari et al. (2021) N BiLSTM  SciBERT N 3CShared  Computer 3,000 6 Macro-F1 0.68
Task 2021 Science
Zhang et al. (2021) N N BERT N TDMCite g:i':lf’;ter 9,594 10 Marco-F1 0.60
Semi 10 Different AUC-ROC
Anetal. (2022) Y N N N (dataset 2) Disciplines 2,685 2 0.96
Qayyum et al. (2022) Y MLP-ANN N N AAAro1s  Computational 2 Precision 0.82
Linguistics
Visser and Dunaiski (2022) N N SciBERT N SciCite CS. & 11,020 3 F10.85
Medicine
SciBERT & N Computational Strict Accuracy
. (2022 . s
Lauscher et al. (2022) N N ROBERTa N MultiCite Linguistics 12,653 7 Scores 0.70
Berrebbi et al. (2022) N MLP SciBERT GAT SciCite Cs. & 11,020 3 Macro-F1 0.89
Medicine
Zhang et al. (2022) Y LSTM BERT N Ni-Cite Cs. & 11,195 3 Marco-F1 0.85
T5 Medicine
Thsan et al. (2023) Y N N N AAN Computational , 55, 8 F10.91
Linguistics
Aljohani et al. (2023) N CNN N N AcL Computational o) o 6 Accuracy 0.72
Articles Linguistics
An et al. (2023) Y CNN N N AAN Computational 4 AUC-ROC
Linguistics 0.55
Safder et al. (2023) N BiLSTM N N AcL Computational g 5, g 6 F10.80
Articles Linguistics
Qi et al. (2023) Y Bi-LSTM SciBERT N SciCite Cs. & 11,020 3 Macro-F1 0.83
Medicine
Jiang and Chen (2023) % MLP SCiBERT N Jiang2og1 ~ Computational o, 6 Macro-F1 0.74
Linguistics
. GPT-2 i CS. &
Lahiri et al. (2023) N N SGiBERT N SciCite Medicine 11,020 3 Macro-F1 0.86
Du et al. (2023) N MLP N MHLR SciCite CS. & 5,766 3 Macro-F1 0.62
(resplit) Medicine
Tsai et al. (2023) Y N Longformer  GGCN MultiGie ~ ComPutational ) o 7 Strict Accuracy
Linguistics Scores 0.71
Zhang et al. (2023a) N N GPT-2 N TDMCite S;';fc“eter 9,594 8 Marco-F1 0.67

Machine learning with handcrafted features - As increasing numbers of scientific publications emerge online, the automatic recognition
of the function of citations becomes essential (Zhang et al., 2022). Teufel et al. (2006b) is the pioneering work that utilizes the
traditional machine learning classifier (IBK classifier) with different features, including the cue phrases. Several subsequent studies
have utilized different machine learning classifiers with different features in citation function classification tasks. Abu-Jbara et al.
(2013) utilize a few machine learning classifiers in citation function classification tasks and SVM obtains the best performance with
the proposed structural and lexical features. Following Teufel et al. (2006b) and Abu-Jbara et al. (2013), Jha et al. (2017) employ
three classical machine learning classifiers, i.e., SVM, Naive Bayes, Random Forest in citation function classification with the same
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set of features proposed by Abu-Jbara et al. (2013). Valenzuela et al. (2015) suggest an SVM-based classification method designed to
tackle this task by employing a comprehensive set of features. These features span a variety of aspects, from the number of citations
to the specific locations where these citations are found within the text of the paper. Abu-Jbara et al. (2013) and Jha et al. (2017)
show that lexical and structural features are essential in citation function classification. Siddharthan and Teufel (2007) conduct five
different basic machine learning classifiers in their work and prove that scientific attribution features and lexical, linguistic, and
position-based features are all helpful in improving the classification performance of the models. Dong and Schifer (2011) utilize the
Naive Bayes and Bayes Network as their classification model, and present textual, physical, and syntactic features (part-of-speech) as
new features. Jochim and Schiitze (2012) and Jurgens et al. (2018) create meaningful features that help to improve the classification
performance of the citation function classification task. Linguistic features such as n-grams (Agarwal et al., 2010; Sugiyama et al.,
2010) and the cue words (Wang et al., 2012) have also been widely used. From their experimental results, we observe that features
like uni-gram and n-gram are more useful when dealing with large-scale datasets. We also note that SVM and Naive Bayes are the
most popular and robust classical machine learning models in citation function classification before the emergence of the neural
network (Dong & Schéfer, 2011; Abu-Jbara et al., 2013; Jha et al., 2017; Jurgens et al., 2018). Furthermore, traditional machine
learning models can be employed in a self-training approach, harnessing the unlabeled instances of the dataset to enhance the
performance of citation function classification models, as noted by (An et al., 2022). Recently, Thsan et al. (2023) employed a suite of
machine-learning models on an annotated dataset, including the Support Vector Machine (SVM), Naive Bayesian (NB), and Random
Forest (RF). They incorporated various part-of-speech elements (e.g., Nouns, Verbs, Adverbs, and Adjectives) as innovative features.
This approach achieved an impressive accuracy of 91%.

Deep learning models — With the advent of deep learning, the approaches to citation function classification task have taken a
shift. Bakhti et al. (2018b) incorporate the text representation of citation context into a convolutional neural network (CNN) (Gu
et al., 2018) model to classify citations into different citation functions. Following a similar strategy, Aljohani et al. (2023) utilizes a
CNN model for citation function classification. Diverging from traditional CNN classification models, they integrate their CNN with
fastText-based pre-trained embedding vectors. Remarkably, using only the citation context as input, they surpass performance in both
binary (distinguishing between important and non-important) and multi-class citation classification tasks. In addition, Yousif et al.
(2019a) employ Recurrent Convolutional Neural Networks (RCNN) with a multi-task learning framework. Following a similar path,
An et al. (2023) use a generative model to highlight key citations. They extract features from a topic model and the Citation Influence
Model (CIM), and combine them with 13 other standard features. These are then processed through SVM, Random Forest (RF), and
a CNN to identify the most significant citations. Hassan et al. (2018a, 2018b) employ the LSTM model (Hochreiter & Schmidhuber,
1997) into citation function classification task. They further prove that deep learning models can obtain better performance than
the traditional machine learning in citation function classification tasks with large scale dataset. Zhao et al. (2019) also leverage
the LSTM model to build the multi-task learning framework with classification task and recommendation task. Continuing in this
vein, Cohan et al. (2019) introduced Structural Scaffolds, a novel multi-task learning framework that leverages the BiLSTM model
alongside attention mechanisms.

In contrast to the complex neural network models designed for multi-class citation function classification, the Multilayer Perceptron
Artificial Neural Network (MLP-ANN) has also been employed as a binary classifier specifically for identifying important citations,
as highlighted by Qayyum et al. (2022). Recently, Safder et al. (2023) propose a deep learning architecture for citation context
classification. Intriguingly, they transform the formal machine translation task into a citation classification challenge. Distinct from
the feature-based state-of-the-art models, their innovative focal-loss and class-weight-aware BiLSTM approach, combined with pre-
trained GloVe embedding vectors, solely relies on the citation context as input. This novel strategy leads them to outperform existing
models in multi-class citation context classification tasks.

We note that scholars from computer science are trying their best to introduce novel deep learning models into citation function
classification tasks. We note that after neural networks became popular, researchers choose to use neural networks to build their
computational models and employ traditional machine learning models, i.e., SVM, as one of their baseline models.

Pre-trained language models - In contemporary NLP, the field has witnessed significant advancements through the utilization of pre-
trained language models, such as ELMO (Peters et al., 2018), the GPT series (Radford et al., 2018, 2019; Brown et al., 2020), and BERT
series (Devlin et al., 2019; Beltagy et al., 2019). These models are founded upon the principles of pre-training on extensive corpora,
resulting in notable improvements in their ability to perform a wide range of NLP tasks. This progress has not gone unnoticed, as
researchers have rapidly adopted these techniques in various domains, including citation function classification (Visser & Dunaiski,
2022).

For instance, Roman et al. (2021) leverage the power of BERT to incorporate textual representations of citation contexts within
the citation intent classification task, achieving superior performance when compared to baseline models. This success has set a
precedent for further exploration in the same direction. Following this trend, Zhang et al. (2021), Lauscher et al. (2022), and Zhang
et al. (2022) have also chosen to employ BERT for citation function classification due to its demonstrated capacity to capture nuanced
textual representations, ultimately enhancing classification performance.

We note that researchers also integrate pre-trained language with other deep learning models to construct a powerful com-
putational framework. Cohan et al. (2019) integrate ELMo and attention-based LSTM model to obtain better text representation.
Additionally, there exists the fusion of a deep learning model with a persistent language model. Qi et al. (2023) employ a multi-task
learning framework that builds upon a Bi-LSTM architecture and utilizes the SciBERT encoder to achieve enhanced classification
performance. Lauscher et al. (2022) and Maheshwari et al. (2021) employ the SciBERT (Beltagy et al., 2019) model into their classi-
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fication computational models. Jiang and Chen (2023) introduce a task focused on the contextualized segment-wise classification of
citation functions. They also present an array of robust classification models based on SciBERT for this purpose. In the most recent
work of Zhang et al. (2022), a novel end-to-end model T5 has also been utilized in citation function classification (Raffel et al., 2020).
Recently, state-of-the-art large language models have been brought into play within this research domain. Zhang et al. (2023a) utilized
the GPT-2 Radford et al. (2019) large language model to develop HybridDA, a two-stage model that integrates data augmentation
and data retrieval. The model aims to generate higher quality annotated data for citation function, addressing the challenges of data
imbalance and data sparsity issues for citation function classification task. A novel approach to utilizing generative large language
models in citation function classification tasks involves prompt learning. Shui et al. (2024) combine pretrained language models
with a multi-task learning (MTL) framework for citation intention classification, achieving strong performance. Lahiri et al. (2023)
unveiled CitePrompt, a GPT-2-based framework that adopts this innovative, yet unexplored method for classifying citation functions.

Graph-based approaches - Beyond the previously discussed methods, graph-based citation function classification techniques have also
surfaced recently. Du et al. (2023) introduce an innovative text-free approach for citation intent classification. Leveraging a knowledge
graph anchored on the SciCite dataset, their method proficiently extracts citation details from publications, paving the way for precise
citation intent predictions. Central to their strategy is the collection of weakly labeled data, which culminates in the formation of
a robust, large-scale knowledge graph. Furthermore, their analysis spans both transductive and inductive frameworks, ensuring a
well-rounded examination of the task. Berrebbi et al. (2022) introduce GraphCite, offering a fresh angle on the task of citation
function classification. Rather than solely relying on textual hints within the citation phrase, their approach integrates the citation
graph, tapping into the intricate patterns of citation connections. Within this innovative framework, they meticulously assessed the
effectiveness of graph-based models in predicting function. In a related vein, Tsai et al. (2023) have developed a comprehensive
citation graph, which labels citation intents and their associated supporting evidence between citing and cited papers. Their model
utilizes SciBERT for processing a wide array of papers. In order to understand the coreference relationships among words and sentences
within a paper, they have implemented the Gated Graph Convolution Network (GGCN), which is used to construct a coreference graph.
We observe that all the aforementioned studies have incorporated pre-trained language models into their Grahp-based deep-learning
model architectures (Chen et al., 2023).

In summary, given a citation function classification task, one should follow these principles to choose the appropriate approaches:
(1) For datasets containing diverse textual data relevant to the task or when managing multiple tasks, employing deep learning-based
methods is recommended; (2) In cases where simulating real-world citation scenarios is essential, the use of a range of pre-trained
language models is advised; (3) When confronted with small or imbalanced datasets, the application of generative models is suggested
as an effective strategy; and (4) If the dataset includes citation network information, adopting a graph-based approach is a prudent
choice.

5. Applications of citation function classification

Citation function classification can facilitate many citation content-based applications and research. Firstly, it helps to create
intelligent databases of scientific publications such as Semantic Scholar.! Semantic Scholar employs the citation function in scientific
publications to assist researchers in more effectively locating and comprehending references. Secondly, it enables better evaluation
and comparison of different research domains. For example, creating a fine-grained citation indexer based on different citation
functions becomes possible. Therefore, in this section, we will explore the implications of our proposed approaches by highlighting
their various future application scenarios.

5.1. Citation summarization

In a variety of text-mining fields, citations are acknowledged as a significant information source for the generation of automatic
summaries (Yasunaga et al., 2019; Zaib et al., 2022, 2023). Citation-based summarization utilizes text from multiple researchers to
identify the key aspects of a target paper. Prior research in this area has primarily focused on the extraction aspect of the task, which
involves selecting a set of citation sentences that effectively showcase the contribution of the target paper (Ding et al., 2014). More
recently, some researchers have leveraged the state-of-the-art pre-trained language models for the automatic generation of citation
texts. However, they are still focused on sentence-level citation text generation (Xing et al., 2020). In actual writing situations, it is
common for authors to summarize several studies in a single sentence or discuss pertinent information across an entire paragraph.
Furthermore, previous research has identified multiple citation functions indicating that writers may require control over the intended
meaning of generated sentences to suit various scenarios (Wu et al., 2021). Generating a citation sentence based on the citation
function can be more suitable for different scenarios. Our models can function as a part of a multi-task framework for citation
summarization. The optimal approach to using our models in the citation summarization task would involve following the same
fine-tuning strategy, thereby making the pre-trained language model familiar with the citation function’s meaning and generating
various citation sentences with different citation intents.

! https://www.semanticscholar.org/.
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5.2. Citation recommendation

The task of citation recommendation involves suggesting relevant citations for a particular text (Jebari et al., 2023). With the
substantial growth of scientific literature, conducting a comprehensive literature review has become increasingly difficult despite
significant progress in digital libraries and information retrieval systems. Citation recommendation is a useful tool in enhancing the
quality and efficiency of this process by suggesting relevant scientific publications as potential citations for a given query document.
Nevertheless, achieving high-quality citation recommendations is a challenging task. It requires not only suggesting relevant citations
for the paper being composed but also ensuring that the recommended citations are contextually appropriate for the specific locations
where they are referenced. To address these challenges, different deep learning models have been developed that recommend research
papers to users with a focus on providing personalized recommendations. Other researchers propose a novel citation recommendation
task which aims to recommend a diverse citation context list based on all the citation context sentences extracted from a list of citing
articles (Chen et al., 2020). Generally, citation recommendation systems can be categorized into three primary approaches: content-
based methods, collaborative filtering, and graph-based methods. For example, the models can serve as a classifier to find citations
with particular functions.

5.3. Evaluating the evolution of a scientific field

The expansion of the scientific research communities has resulted in the emergence of new publication venues. It is worth in-
vestigating whether these new venues have become institutionalized, i.e., whether they resemble established conferences or have
developed their own unique style and captured different representations of knowledge. The evolution of new publication venues can
be observed through citation framing and which measures the extent to which the framing of papers in a newer venue resembles
that of papers in established venues (Jurgens et al., 2018). As scientific fields evolve, new subfields often emerge around specific
methods or technologies and become the focus of collective problem-solving and continuous improvement. This can be observed in
the increasing number of citation functions related to “USE” and “Methodology” over time. The process of evaluating the evolution
of a scientific field involves three key steps. Firstly, it is necessary to design a citation annotation framework. Secondly, the citation
function of data from the target research domain needs to be classified. Finally, the classification output should be quantitatively
analyzed. In light of this, the multi-aspect citation function annotation framework can be applied to evaluate the development of a
scientific field as it is designed with a document-level perspective.

6. Findings and challenges

6.1. Findings

Firstly, we find that in the case of citation function classification tasks, bibliometrics and the computer science research community
benefit each other. Scholars from computer science often utilize traditional citation function annotation schemes from bibliometrics
research in their work (Teufel et al., 2006b). Scholars from a bibliometrics background tend to use computational models to realize
automatic citation function classification (Small, 2018). In general, scholars from computer science concentrate more on improving
the computational model to obtain better performance. However, scholars from a bibliometrics background are more interested in
utilizing the automatic classification method for citation analysis downstream tasks (Jurgens et al., 2018). Secondly, scholars who are
interested in citation function classification always follow and utilize the cutting-edge techniques from NLP and data mining (Cohan
et al., 2019; Lauscher et al., 2022; Zhang et al., 2022). In addition, the collaboration between bibliometrics and computer science
can be further deepened.

6.2. Major problems

As delineated in Section 4.2, the citation function classification task is characterized by issues of data imbalance and data sparsity.
The data imbalance issue is an inherent challenge, attributable to the uneven natural distribution of various citation types within a
single scientific literature, as highlighted by Lyu et al. (2021). To address the issue of class imbalance, Jha et al. (2017) proposes the
exclusion of the neutral class, noting that it encompasses more than half of the citations. However, the latest text generation model,
i.e., GPT-3, has been proven to be able to generate text that is similar to the text written by humans. It is possible for researchers to
utilize the text generation model to create more annotated data to fill in the imbalanced classes or tail classes. However, how to better
leverage synthetic data in citation function classification remains uncertain. The data sparsity problem is caused by the high cost of
manual labelling in citation function classification. For example, to investigate a new research domain, it is not easy to obtain high-
quality annotated data on a large scale. For low resource setting tasks, Few-shot Learning provides a new solution (Zhao et al., 2022).
It is possible for researchers to utilize the Few-shot Learning model (Wang et al., 2020) to deal with small-scale datasets on citation
function classification tasks and to obtain a relatively good performance. Also, most of the datasets in this task are domain-specific,
and it is not easy to directly compare the models between different works.
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7. Possible future directions

The new NLP techniques in terms of computational approaches can also be explored to enhance the performance of citation
function classification tasks. Several cutting-edge NLP techniques are yet to be explored in the task of citation function classification.
This, therefore, leads to several directions for future research expansions.

7.1. Large language model

In recent times, pre-trained language models have gained significant attention as they have shown remarkable proficiency in
solving various NLP tasks. Pre-trained language models, i.e., BERT with small-scale parameters, may not be as powerful as the large
language models with billions of parameters like GPT-3 and GPT-4. This phenomenon can be attributed to the observation that when
language models scale beyond a certain threshold in terms of parameters, they not only demonstrate considerable enhancements
in performance but also manifest unique capabilities absent in smaller-scale language models. An impressive implementation of
the Large Language Model is the ChatGPT which utilizes Large Language Models from the GPT series for dialogue and showcases
remarkable conversational abilities with humans. In consideration of the aforementioned, the employment of a powerful generative
language model can be advantageous for the citation function classification task in two distinct ways. Firstly, the traditional deep
learning approach can be improved by replacing GPT-2 with a more robust generative language model such as GPT-4. This may result
in the synthesis of higher-quality training data for the citation function classification task. Secondly, it is feasible to transform the
citation function classification task into a sequence-to-sequence task by allowing the generative language model to generate citation
functions based on citation context input. This may ultimately enhance the classification performance (Zhang et al., 2023b).

7.2. Prompt learning

A paradigm shift is underway concerning the adaptation of prompt learning of large language models for citation function classifi-
cation (Lahiri et al., 2023). This shift originated from the studies conducted on T5 and GPT-3 and revealed that pre-trained language
models could be efficiently activated through the utilization of textual prompts or demonstrations. The advent of prompt learning
has emerged as a novel paradigm within contemporary NLP. This approach involves directly adapting pre-trained language models to
tasks such as cloze-style prediction, autoregressive modeling, or sequence-to-sequence generation, marking a significant development
in the field. This ultimately leads to promising performances across various tasks. The fundamental concept behind prompt learning is
to integrate a template into the input which effectively transforms text classification tasks into equivalent cloze-style tasks (Zhu et al.,
2022). A further direction of using prompt learning in citation function classification task may result in prompt trainer engineering,
i.e., designing a better prompt-based tuning strategy for the citation function classification task.

7.3. Instruction tuning

In the realm of NLP, instruction tuning has become a groundbreaking approach, leveraging natural language instructions in tandem
with language models to enable zero-shot performance on tasks that have not been previously encountered. The idea of instruction
tuning is introduced by the team led by Quoc V. Le at Google Deepmind. This concept involves generating individual instructions (hard
tokens) for each task and unfreezing the pre-trained model parameters followed by fine-tuning on multiple full-shot tasks. Finally,
the model’s generalization ability (zero-shot) is evaluated for the specific task. Rosenbaum et al. (2022) showcase the efficiency
of instruction fine-tuning through their innovative method, LINGUIST, employing the large-scale seq2seq model, AlexaTM 5B, for
directing the outputs in multilingual intent- and slot-labeled data generation. They were the pioneers in this demonstration. Keeping
this in mind, we can enhance the generative model by utilizing instruction tuning to address the low-resource challenges in citation
function classification tasks.

8. Conclusion

This paper takes the first step toward summarizing existing research efforts on citation function classification from an interdisci-
plinary perspective. We conduct a systematic and comprehensive study on different aspects of citation function classification tasks
pertinent to annotation schemes, benchmarks, and computational models. Finally, we summarize the limitations of existing research
works and propose several promising research directions. Our work has the potential to benefit researchers from both computer sci-
ence and bibliometrics backgrounds. The limitation of our work is that we only include the primary studies published in the English
language. However, numerous notable bibliometric studies on citation functions have been published in languages other than English,
e.g., Japanese.
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