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Reliable Truth Discovery for Dynamic
and Dependent Sources

He Zhang , Shuang Wang , Long Chen , Xiaoping Li , Senior Member, IEEE, Qing Gao ,
and Quan Z. Sheng

Abstract—In the era of Big Data and generative artificial in-
telligence (AI), discovering the truth about various objects from
different sources has become a pressing topic. Existing stud-
ies primarily focus on dependent sources with conflicting infor-
mation, where sources may copy information from each other.
However, real-world scenarios are often more complex, with dy-
namic dependence relationships among sources over time. This
complexity makes it much more difficult to discover the truth.
One of the key challenges centers on measuring the dynamic
dependence among sources. To address this challenge, we have
developed three models: Depen_Simple, Depen_Complex,
and Depen_Dynamic. These models are based on the Hidden
Markov Model (HMM) and are designed to handle different types
of dependencies, namely simple source dependence, complex source
dependence, and dynamic source dependence. Based on the con-
structed models, we propose a generic framework for discovering
the latent truth which are evaluated by three HMM-based methods.
We conduct extensive experiments on three real-world datasets to
evaluate the performance of the proposed methods, and the results
demonstrate that all three methods achieve high accuracy over the
state-of-the-art methods.

Index Terms—Truth discovery, source dependence, hidden
Markov model, big data, time series data.

I. INTRODUCTION

W ITH advancements in Big Data and AI, integrating reli-
able information is essential for various applications like

Web applications [1], [2], crowd sensing [3], [4], [5], social ap-
plications [6], [7], [8] and large language model (LLM), such as
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ChatGPT, which requires reliable sources for training data. How-
ever, data is often noisy and conflicting due to factors [9], [10],
[11] like outdated information and data loss. Additionally, some
sources may copy information from others, leading to potential
inaccuracies and biases. For example, in social media [12], news
aggregators [13], or even academic literature [14], dependent
sources may propagate errors or outdated information by copy-
ing data. The widespread practice of copying among sources,
especially on the web [15], further complicates truth discovery.
For instance, weather data from different providers may vary due
to dynamic changes like inter-source dependencies, leading to
potential propagation of errors. In such cases, dependent sources
typically have lower quality since they often lack the capability
to independently explore the truth and simply copy data, even
errors from others. Conversely, independent sources, which are
less influenced by others, can provide more reliable information
by offering unique perspectives and reducing the risk of shared
inaccuracies, making them more reliable. Therefore, discovering
dependencies among sources is essential for evaluating source
reliability and ensuring the accuracy of truth discovery. This
paper focuses on the truth discovery problem with dynamic and
dependent sources.

In real-world applications [16], [17], sources report various
claims for the same objects (the weather condition in which we
are interested), and the claims (temperature) always change with
time, making it hard to discover which claim is true. Therefore,
it is necessary to discover the constantly changing truth in
a dynamic world. Since a high-reliable source is probable to
provide the truth value, the claim provided by a high-reliable
source is more likely to be the truth. Therefore, how to measure
the reliability of sources is critical. In addition, some sources
may copy information from other sources and their reliability
is alarming. How to distinguish the dependence among sources
becomes an important task.

To uncover hidden source dependencies, we address specific
challenges: (1) Source Dependence: While various truth discov-
ery methods exist [18], [19], [20], [21], most overlook source
interdependence or only estimate basic copying probabilities,
such as the copying probability between two sources. In real
scenarios, copying can occur simultaneously across multiple
sources, where a source can copy information from several
sources at the same time. The variety of source dependence
makes it difficult to accurately measure source reliability. (2)
Partial Independence: Dependent sources can also self-report,
a state known as partial independence. When a source is in
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partial independence, it is hard to distinguish whether the claims
are copied or reported by the source. Their reliability needs to
be re-measured, as they exhibit characteristics of both indepen-
dence and plagiarism which makes it challenging to measure.
(3) Dynamic Source Dependence: Few studies [22], [23] have
explored the dynamics of source dependence, which is crucial
for time-series data. Previous stuides oversimplify source mod-
eling, neglecting the intricate and dynamic dependencies among
sources. The evolving nature of dependencies over time and their
impact on partial independence further complicates the problem.

Our main contributions in addressing the challenges are:
� We introduce a detailed measurement of source reliability

encompassing accuracy, coverage, and dependence. We
develop three types of Dependent Hidden Markov Mod-
els (DepenHMMs) to analyze dynamic source dependen-
cies, categorized as simple (Depen_Simple), complex
(Depen_Complex), and dynamic (Depen_Dynamic).

� We investigate the simple dependence, partial depen-
dence, and dynamic dependence among sources by Hidden
Markov Models where the initial probabilities, transition
probabilities, and the observation probabilities are recon-
structed in terms of three different scenarios.

� Based on the constructed DepenHMM framework, we
analyze the probability for each state and predict the latent
truth. The experiments on the three real-word datasets show
that the proposed approach can significantly improve ac-
curacy compared with existing methods in truth discovery.

The remainder of this paper is organized as follows. The
related research is reviewed and discussed in Section II. The
mathematical model is defined for the dynamic truth discovery
problem in Section III. In Section IV, we demonstrate three
types of source dependence, assess the source reliability among
sources, and compute the latent truth. The experimental results
with real-world datasets are analyzed and reported in Section V.
Finally, the conclusion is summarized in Section VI with several
highlighting remarks.

II. RELATED WORK

Truth discovery is essential due to the rise in mixed-quality
sources, especially in social sensing [7] and online data shar-
ing [24], [25]. It’s crucial to measure the reliability of sources
for entity profiling [26], conflict resolution [27], and event
forecasting [28]. Source dependence is a hot topic in truth
discovery [1], [15], [29], [30], [31], [32], [33], [34], and is
first analyzed in [15], noting its potential to provide additional
information. In [30], the integration of large-scale data is pro-
cessed with source dependence. The simple dependence can be
labeled in semi-supervised approaches [33], [35]. Except simple
copy relationships among sources, there are complex replication
relationships among sources [31]. The simple copy typically
refers to the act of directly copying a source’s claims without
proper citation or attribution, and the complex replication refers
to a more subtle form of plagiarism, where copiers incorporate
some original claims alongside the plagiarized data, but fails to
clearly identify whether they are copied from others.

To identify the high complexity of dependence computation,
researches focus on the selection of reliable sources [36]

according to which Expectation-Maximization (EM) algorithm
is widely used to model the dependence [7]. The replication
relationship is captured based on the joint recall rate and
false-true rate [1]. Some researchers [37] consider indirect
independence. For example, the dependence is reflected in
the latent evaluation consistency (the latent rating evaluation
of different objects is consistent) shared by multiple sources
in [37]. Although these studies [1], [15], [29], [30], [31], [32]
have focused on source dependence, the methods for evaluating
plagiarism ignore the dynamic property of dependence for
sources. Compared to the above studies, we provide novel
contributions by considering the dynamic property of sources.

HMMs have been widely used in various areas, including
speech recognition, bioinformatics, and finance. In recent
years, HMMs have also facilitated truth discovery by inferring
truths from multi-source claims, even with lossy sampling [38].
They provide a structured way to model sequences with
domain-informed probabilities. A dynamic truth inference
method using object and temporal correlations is proposed
in [39], and a physical constraint-aware HMM for variable
truth inference is developed by Daniel et al. [40]. However,
these approaches do not comprehensively integrate inter-source
dependencies and other source quality, such as coverage,
resulting in incomplete evaluations of source reliability. We
present a novel study on source dependencies, integrating
time sensitivity and partial independence, and combine source
coverage by updating frequency over time, extending beyond
prior work on simple copy relationships [23].

There have also been significant progress on integrating and
conflict fusion for time-sensitive data [20], [23], [39], [41], [42],
[43], [44] while few studies focus on the dynamic source de-
pendence. For example, the spreading misinformation problem
is studied on dynamic data in [44] and Gibbs Sampling-based
algorithm has been proposed to discover the correct values of
objects by the ground-truth values from historical data in [22].
Moreover, a robust framework is proposed to detect the dynamic
periodicity for time series tasks in [41]. A novel online truth dis-
covery framework [20] is studied with dynamical multi-source
information and temporal patterns. There have been a significant
amount of researches focused on evolution interpretation [45]
and clustering of time series [42], [43] in dynamic data integra-
tion. However, these studies have overlooked the dependence
among sources in dynamic time, which significantly impacts
the reliability of the sources.

This paper investigates dynamic truth discovery, aiming to
uncover the truth values of objects from evolving sources. The
changing nature of object truths affects source reliability, influ-
encing the accuracy and efficiency of truth discovery. We fo-
cus on measuring source dependence and recognizing dynamic
source reliability to reveal the latent truths of objects for truth
discovery problems.

III. PROBLEM DEFINITION

In this paper, we focus on the truth discovery problem with
dynamic and dependent sources. Formally, an object set is
defined as O = {oi|i = 1, 2, . . . , Q}, where Q is the number
of objects. A source set which provides claims for the object
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TABLE I
IMPORTANT NOTATION DEFINITION

is defined as S = {sj |j = 1, 2, . . . ,M}. We assume that each
object is associated with only one value at a time point while at
different time points, the value can be changed. LetT = {tn|n =
1, 2, . . . , N} be the time series set, where at each time point, the
sources provide series claims for objects. Therefore, the claim set
is defined as C = {cnij |i = 1, 2, . . . , Q; j = 1, 2, . . . ,M ;n =

1, 2, . . . , N}, where cnij denotes the claim provided by the jth

source for the ith object at the nth time point. The objective
for this problem is to discover the latent truth values (the most
reliable value in the claim set) dynamically from various sources.
Trustworthy sources reveal the truth [10], according to accu-
racy, coverage, and dependence. Accuracy is the consistency
of correct information. Coverage is the comprehensiveness of
details and dependence is the degree of independence from
other sources. Reliable sources demonstrate high accuracy and
extensive coverage, with minimal dependence. Table I presents
important notations in this paper.

IV. DEPENDENT HMM METHODS

In practical situations, it’s advisable to trust high-reliability
sources like. edu and. gov domains over less credible ones.
Assessing source reliability, affected by accuracy, coverage, and
dependence, is crucial. While accuracy and coverage can be sta-
tistically measured (details in Section IV-A), gauging source de-
pendence is more complex, especially when it varies over time.
To tackle this, three models are introduced: Depen_Simple,
Depen_Complex, and Depen_Dynamic. These models as-
sess source dependence through hidden states to dynamically
infer the most reliable truths. The DepenHMM framework,
outlined in Algorithm 1, is designed to reveal latent truths using
selected models. The chosen model dictates the hidden states,
which are used to calculate transition and observation probabili-
ties. For each model, the source dependence is computed by the
hidden states extracted from the Viterbi algorithm [46]. Source
reliability is assessed by (4), which helps in determining the final
truth values of objects by (5).

To illustrate the DepenHMM algorithm, we assume that three
sources provide the temperature for the same city in 4 time
points. The first time point is part of the history data, and the

TABLE II
A WEATHER TRUTH DISCOVERY EXAMPLE

Algorithm 1: The DepenHMM Framework.

objective is to compute the truth of time point 1,2 and 3. The
claims of each time points are listed in Table II.

A. Source Accuracy and Coverage Evaluation

Generally, high-reliability sources offer high accuracy and
comprehensive coverage, quickly updating and accurately re-
flecting changes. To explain these metrics in detail, suppose
there areQobjects at the initialization stage, and source sj totally
provides mj claims for qj objects. The number of correct claims
made by source sj is denoted as nj . We define the coverage and
accuracy metrics as the following:
� Coverage (C(sj)): The coverage of source sj is computed

by the ratio of the number of objects qj covered by that
source to the total number of objects (Q). Mathematically,
it can be represented as: C(sj) =

qj
Q .

� Accuracy (A(sj)): The accuracy of source sj is defined as
the ratio of the number of correct claims (nj) to the total
number of claims made by that source (mj). Mathemati-
cally, it can be represented as: A(sj) =

nj

mj
.

In the example, since we only have little history data,
we set the same coverage and randomly accuracy of each
source. Specifically, we set C(s1) = C(s2) = C(s3) = 0.5 and
A(s1) = A(s2) = 0.8, A(s3) = 0.85.

B. Source Dependence Evaluation

Source dependence is unique from accuracy and coverage, as
it’s difficult to detect when sources copy information. We catego-
rize source dependence into three types: Dependent Sources that
solely rely on others for claims. Partial Dependent Sources that
occasionally make independent claims despite their dependence.
Dynamic Dependent Sources, whose reliance on others can
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Fig. 1. State transition process: (a) An independent state can be converted to a dependent state (or remains independent) and a dependent state can be converted
to another dependent state (or remains dependent), (b) A dependent state can be converted to a partial dependent state and a partial dependent state can be converted
to a dependent state (or remains partial dependent), and (c) A partial dependent state can be converted to another partial dependent state at different time points
and a partial dependent state can be converted to independent states after a series of time periods.

evolve over time, potentially shifting from copying to indepen-
dent claim-making. We introduce three distinct models designed
to address the dependence associated with these three categories
of sources, as illustrated in Fig. 1.

1) Simple Source Dependence: To infer the dependence
among sources, a simple hidden Markov model depicted in
Fig. 1(a), termed Depen_Simple, has been formulated. Within
this model, each of the M sources is represented by two states:
independent and dependent. In the independent state, sources
provide claims of objects in an independent manner. Conversely,
in the dependent state, sources copy claims that have been re-
ported by other sources. By these two states, theDepen_Simple
model enables the inference of source dependence.

Hidden states: The hidden states are determined by the
number of sources. Assume that there is only one dependent
source at most which copies information from other sources
at the current time. Therefore, there are M + 1 hidden states:
I, C1c, C2c, C3c, . . . , CMc. State I indicates that all sources
are independent. State Cjc(j = 1, 2, 3, . . . ,M) implies that sj
is dependent while other sources are independent. These hidden
states can be converted to each other. According to Fig. 1(a), the
state I can be converted to I, C1c, C2c, C3c, . . . , CMc. At the
same time, the dependent source can also be converted to each
other, i.e.,C1c can be converted toC1c, C2c, C3c, . . . , CMc, I .
In the example, we have 4 hidden states: I, C1c, C2c, C3c.

Initial probability: To analyze the initial probabilities in
the Depen_Simple model, all sources may be in a state of
complete independent or dependent state at the beginning. We
assume the probability that all sources are independent is α,
which can be inferred by the Baum-Welch algorithm [47], and
the probability that the remaining sources are dependent sources
is equal. The initial probability of all states can be obtained by:
P (I) = α and P (C1c) = P (· · · ) = P (CMc) =

1−α
M . In the

example, we setα = 0.1. Therefore,P (I) = 0.1 andP (C1c) =
P (C2c) = P (C3c) = 0.3.

Transition probability: To analyze the transition probability,
cj is defined as the probability of sj being a dependent source,
where 0 ≤ cj ≤ 1. All transition probabilities are described by
above parameters. A matrix T(M+1)(M+1) is defined to store

the transition. For the convenience of description, we use Tij to
represent the transition from state i to state j. The state transition
probability is described as follows:
� TII : For independent sources, the transition probability

is computed by P (TII) =
∏M

j=1(1− cj) since all the
sources keep independent.

� TICjc : The transition probability is computed by
P (TICjc) = (1−∏M

k=1(1− ck))
cj

∑M
k=1 ck

, when an inde-

pendent source sj converts to a dependent state while other
sources remain independent, with the constraint that the
probabilities of all elements in the same row must sum to 1.

� TCjcI : The transition probability is computed by
P (TCjcI) =

∏M
k=1(1− ck) when dependent source

sj becomes independent, while all other sources stay
independent.

� TCjcCkc
: The transition probability is computed by

P (TCkcCjc) = ck
∏M

m=1∧m �=k(1− cm)which implies de-
pendent source sk becomes independent, independent
source sj becomes dependent and all other sources stay
independent.

� TCjcCjc : The transition probability from dependent state
sj to sj (itself) is calculated by P (TCjcCjc) = 1−
P (TCjcI)−P (TCjcC1c)−P (TCjcC2c) · · · −P (TCjcCkc

)

(k �= j) · · · − P (TCjcCMc
) = 1 − ∏M

k=1 (1− ck) −∑M
m=1∧m �=j cm

∏M
n=1∧n�=m(1− cn).

According to above calculation procedures, the state transition
matrix of the Depen_Simple model is obtained. In the exam-
ple, we set c1 = 0.4, c2 = 0.9, c3 = 0.3 and the state transition
matrix is as followed.

⎛
⎜⎜⎜⎝

0.042 0.2395 0.538875 0.179625

0.042 0.562 0.378 0.018

0.042 0.028 0.912 0.018

0.042 0.028 0.378 0.552

⎞
⎟⎟⎟⎠

Observation probability: At each time, different sources have
different updating claims. It is obviously inefficient to analyze
all the updated claims separately. In order to improve efficiency,
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the claims are divided into two categories for each source: only
reported by the source (sj), and previously reported by other
sources, represented by UIsj and UDsj respectively. Usually,
if sj has more UIsj , it is more likely to indicate that the source
is independent. But if sj has more UDsj , the source may be
dependent, or the source updates slowly. The reliability of a
source is closely tied to its accuracy and coverage, which influ-
ence its dependence classification: (1) Sources that frequently
echo others’ false claims are considered dependent. (2) Sources
that typically exhibit low coverage yet occasionally achieve
high coverage of repeated claims are classified as dependent
sources. (3) Sources that are generally inaccurate but occasion-
ally demonstrate accuracy on repeated claims are identified as
dependent sources.

In the Depen_Simple model, observation probabilities for
different hidden states depend on error rates, coverage, and
accuracy. For an object O with m errors, the model assumes
equal probabilities for a source sj making a unique correct
claim (UIsj ) or an error that others have also made (UDsj )
in the independent state I . Correct claims reflect timely and
accurate updates of the object. In this case, the observation
probability for independent sources in the I state is described as
follows:
P (UIsj , sj |I, UIsj = true)=P (UDsj , sj |I, UDsj = true)

= A(sj)C(sj).
Otherwise, if the claim is false, the source does not capture

the update accurately:
P (UIsj , sj |I, UIsj = false) = P (UDsj , sj | I, UDsj =

false) =
(1−A(sj))

m .
Combing these two conditions, when all sources are inde-

pendent, the observation probability in I state is described as
follows:
P (UIsj , sj |I)=P (UDsj , sj |I)= (1−A(sj))

m +A(sj)C(sj).
For the Depen_Simple model, when source sj is dependent,

it is impossible to give a claim which other sources has never
been reported. The observation probability in Cjc state is de-
scribed as: P (UIsj , sj |Cjc) = 0, P (UDsj , sj |Cjc) = 1.

When sj is dependent, according to one dependent source
assumption of the Depen_Simple model, other sources are
independent. The dependence of sj has no effect on other
sources. Therefore, the observation probability in sk state is
described as follows:
P (UIsk , sk|Cjc) = P (UDsk , sk|Cjc)=

(1−A(sk))
m +A(sk)

C(sk)
Since all the observation probability of state Cjc should

be added to 1, the scaling of Equations is required. In the
example, we first estimate the claims category in time point
1-3. We can find that in time point 1, the claims of s2 (32 ◦C)
and s3 (32 ◦C) have already been reported in time point
0 previously. Therefore, in time point 1, the observation
list is (UIs1 , UDs2 , UDs3 ), and in time point 2 and 3, the
observation list is (UIs1 , UIs2 , UIs3 ). We setm = 2. Therefore,
P (UIs1 , s1|I) = P (UDs1 , s1|I) = 0.5, P (UIs1 , s1|C1c) =
0, P (UDs1 , s1|C1c) = 1, P (UIs1 , s1|C2c) = 0.5. The
observation probability of s2 and s3 can be calculated in
the same way.

Source Dependence Calculation: After setting the parameters
of the Simple source dependence model, the hidden state of each
time point can be extracted by the Viterbi algorithm. The final
source dependence is calculated by (1). The more times a source
is in a dependent state, the higher its dependence.

D(sj) =
|Cjc|

|Cjc|+ |I| (1)

In the example, there are three claims observed in each time
point. We need to calculate the whole three observation prob-
ability. In time point 1, the whole observation probability of
I state is P (UIs1 , UDs2 , UDs3 , s1, s2, s3|I) = (0.5 + 0.5 +
0.5)/3 = 0.5, state C1c is 0.33, state C2c is 0.67 and state
C3c is 0.67. For time point 2 and 3, the whole observation
probabilities of state I, C1c, C2c, C3c are 0.5,0.33,0.33 and
0.33 respectively. After been calculated by Viterbi algorithm, the
hidden state state is C2c, C2c, C2c for time point 1-3. Finally,
by Equation(1), D(s1) = D(s3) = 0, D(s2) = 1.

2) Complex Source Dependence: For partial dependent
sources, even if they are plagiarism sources, it is still possible for
them to provide claims independently. Depen_Simple cannot
capture the partial dependence of sources. A Depen_Complex
model is constructed to capture it in Fig. 1(b).

Hidden state and initial probability: When a dependent source
has the probability to report an independent claim, the state of
source dependence is required to be split. A new type of hidden
states is added: Cj¬c, which implies that source sj is dependent
with other sources but report claims independently. According
to Fig. 1(b), the convert among state I and state Cjc is the
same as simple dependence in the Depen_Simple model. It
is obvious that the premise of source sj entering hidden state
Cjc satisfies that source sj is dependent instead of independent.
State I is unable to convert to Cj¬c directly while Cjc can
convert to Cj¬c. When at Cj¬c state, source sj can maintain its
partly independence (Cj¬c convert to Cj¬c), or copying (Cj¬c
converts to Cjc), or abandon its dependence (Cj¬c converts to
I). Although the hidden state changes, the initial probability of
hidden state is still computed as same as the Depen_Simple
model. For the example in Depen_Complex model, there are
7 hidden states : I, C1c, C2c, C3c, C1¬c, C2¬c, C3¬c.

Transition probability: To measure the partial independence,
ckj is defined as the probability of a dependent source sj ,
which keeps its dependence while ccj is represented as the copy
probability for a dependent source sj . The transition probability
matrix is refined in terms of these parameters as follows.
� TII , TICjc , TCjcCkc

: These transition probabilities are the
same as the Depen_Simple model.

� TICj¬c , TCjcCk¬c , TCj¬cCkc
: These converts are non-

existent, which implies that P (TICj¬c) = P (TCjcCk¬c) =
P (TCj¬cCkc

) = 0.
� TCjcCjc : Dependent source sj maintains its dependence

where P (TCjcCjc) = cjckj .
� TCjcCj¬c: Dependent source sj has partial independence

where P (TCjcCj¬c) = cjckj(1− ccj).
� TCjcI : Dependent source sj converts to be independent,

and other sources are independent at the same
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time. P (TCjcI) = 1− P (TCjcCj¬c)− P (TCjcC1c)−
P (TCjcC2c) · · · − P (TCjcCMc

) = 1− cjckj(2− ccj)−∑M
m=1∧m �=j cm

∏M
n=1∧n�=m(1− cn).

� TCj¬cCjc : The dependent source sj abandons its par-
tial independence but still maintains its dependence.
P (TCj¬cCjc) = cjckjccj .

� TCj¬cCj¬c : The dependent source sj maintains its partial
independence. P (TCj¬cCj¬c) = cjckj(1− ccj).

� TCj¬cI : The dependent source sj with partial indepen-
dence abandons its dependence completely. P (TCj¬cI) =
1− P (TCj¬cCj¬c)− P (TCj¬cCjc) = 1− cjckj .

For the example in Depen_Complex model, we set
ck1 = 0.5, ck2 = 0.6, ck3 = 0.6, cc1 = 0.2, cc2 = 0.05, cc3 =
0.8. Therefore, TC1cC1c = 0.2, TC1cC1¬c = 0.16, TC1cI =
1− 0.2− 0.378− 0.018− 0.16 = 0.244, TC1¬cC1c = 0.04,
TC1¬cC1¬c = 0.16, TC1¬cI = 1− 0.04− 0.16 = 0.8 and the
transition probability of other source can also be computed in
the same way.

Observation probability: In complex source dependence, a
dependent source’s accuracy is influenced by its copied sources,
and its coverage is affected by both inherent characteristics
and plagiarism. In the independence state I , observation prob-
abilities mirror the Depen_Simple model. However, in the
dependence state Cjc, these probabilities differ, reflecting a
slim chance for the dependent source sj to report indepen-
dently. The presence of identical claim values increases the
observation probability of Cjc (Proof in the Theorem 1), while
incorrect values from independent sources, when copied, re-
duce accuracy. This necessitates a reassessment of the source’s
accuracy and coverage. Assuming that sj is a copier of sk,
the coverage and accuracy of the source sj are updated by:
C(sj |sj copy sk) = C(sj)− cjC(sk) and A(sj |sj copy sk) =
A(sj)− cj(1−A(sk)).

Similar to the observation probabilities of independent states,
the observation probabilities of dependent states are calcu-
lated as follows. The partial independence is measured by
Pc(sj). If we observe the claims which are only reported
by source sj , i.e., UIsj , there is no doubt that the par-
tial independence plays a role. The observation probabil-
ity of UIsj in the source dependence state is computed by
the dependent source probability Pc(sj): P (UIsj , sj |Cjc) =

Pc(sj) and Pc(sj) =
1

M−1

∑M
k=1∧k �=j((

1−A(sj |sj copy sk)
m ) +

A(sj |sj copy sk)C(sj |sj copy sk)).
When the claims of dependent source sj are observed

and these claims have already been reported by others, i.e.,
UDsj , there are two possible cases. On the one hand, the
dependent source directly copies claims from others. On the
other hand, the dependent source reports claims by itself, but
the claims happen to be the same as others. By combin-
ing these two conditions, we compute the observation prob-
ability of UDsj for dependent states as P (UDsj , sj |Cjc) =
ccj + (1− ccj)Pc(sj). In state Cj¬c, the observation prob-
ability is the same as I , since the dependent source in
this state is able to report its own claims. For the example
in Depen_Complex model, in time point 1, the observa-
tion probabilityP (UIs1 , s1|C1c) = 0.35, P (UDs2 , s2|C2c) =

0.25, P (UDs3 , s3|C3c) = 0.8, and in time point 2 and 3,
P (UIs2 , s2|C2c) = 0.21, P (UIs3 , s3|C3c) = 0.38.

Theorem 1: If ccj > 2
m and ccj > 2C(sj), the addition of a

claim toUDsj leads to an increase in the observation probability
of state Cjc.

Proof: if UDsj = true, the observation probability in the I
state is the same as Depen_Simple model. The partial obser-
vation probability of UDsj = true in the Cjc state is computed
in P (UDsj , sj |Cjc). Since C(sj) <

ccj
2 and A(sj) ≤ 1:

P (UDsj |I, UDsj = true) = A(sj)C(sj) ≤ C(sj) <
ccj
2

<
ccj
2

+
(1− ccj)

M − 1

M∑
k=1∧k �=j

A(sj |sj copy sk)C(sj |sj copy sk)

P (UDsj |I, UDsj = true) < P (UDsj |Cjc, UDsj = true),
and the probability of state Cjc increases when adding a correct
claim in UDsj .

If UDsj = false, the observation probability of UDsj =
false in I state is calculated as same as Depen_Simple
model. The observation probability UDsj = false in Cjc
state is calculated by the part of the observation probability
P (UDsj , sj |Cjc):

P (UDsj |Cjc, UDsj = false)

=
ccj
2

+
(1− ccj)

M − 1

M∑
k=1∧k �=j

1−A(sj |sj copy sk)
m

Since m > 2
ccj

and A(sj) ≤ 1:

P (UDsj |I, UDsj = false) =
1−A(sj)

m
≤ 1

m
<

ccj
2

<
ccj
2

+
(1− ccj)

M − 1

M∑
k=1∧k �=j

1−A(sj |sj copy sk)
m

P (UDsj |I, UDsj = flase)<P (UDsj |Cjc, UDsj = false).
The probability of state Cjc increases when adding a wrong
claim in UDsj .

Therefore, we can conclude P (UDsj |I, UDsj ) <

P (UDsj |Cjc, UDsj ). The addition of a claim to UDsj

leads to an increase in the observation probability of the state
Cjc. �

Source Dependence Calculation: For complex source de-
pendence model, the hidden state sequence can also be ex-
tracted by the Viterbi algorithm. The final source depen-
dence for complex dependence model is calculated by (2).
For the example in Depen_Complex model, we first cal-
culate the whole observation probability. In time point 2,
P (UIs1 , UIs2 , UIs3 , s1, s2, s3|I) = 0.5, stateC1c is 0.45, state
C2c is 0.40, state C3c is 0.46 and state C2¬c is 0.5. After
computed by Viterbi algorithm, the whole the extracted hid-
den state sequence is C2C , C2¬c, C2¬c. Therefore, the final
source dependence for three sources are D(s1) = 0, D(s2) =
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0.67, D(s3) = 0.

D(sj) =
|Cjc|+ 0.5× |Cj¬c|
|I|+ |Cj¬c|+ |Cjc| (2)

3) Dynamic Source Dependence: For the Depen_Complex
model, sources provide partial claims independently in the de-
pendent state while it is ignored that plagiarism sources are
slowly shifting from a dependent state to an independent state.
To capture the dynamic characteristic, the Depen_Dynamic
model is constructed in Fig. 1(c), which describes the state
transition process.

Hidden state and initial probability: For the
Depen_Dynamic model, we detail the temporal expansion of
the partial independent state Cj¬c. When a dependent source
sj first enters partial independence, it transitions to Cj1¬c.
Maintaining this state extends the chain with Cj2¬c, eventually
leading to the independent state I . The transitions among
states are illustrated using sj . Like in Depen_Complex, state
I transitions to Cjc or itself. State Cjc can shift to another
dependent state Ckc, back to I , to its partial independent
state Cj1¬c, or remain the same. The transition of partial
independence varies by time. For instance, from the tth

partial independent state Cjt¬c, if the source copies next
time, it reverts to Cjc. If it retains partial independence,
it moves to Cjt+1

¬ c, or transitions to I otherwise. The initial
probabilities follow theDepen_Simplemodel. For the example
in dynamic source dependence model, the hidden states are
I, C1c, C2c, C3c, C11¬c, C21¬c, C31¬c, C12¬c, C22¬c, C32¬c.

Transition and observation probability: In real-world situa-
tions, a partially independent dependent source is less likely
to copy claims and more likely to sustain this independence
until full independence is achieved. A time decay function is
used to measure the copying ability of such sources: f(j, t) =
ccje

−(t−1) Here, t indicates the time slot in which source ji
maintains partial independence.

The transition probability matrix for Depen_Dynamic
model is calculated as follows:
� TII , TICjc , TCjcCjc , TCjcCkc

: These transition probabili-
ties are the same as the Depen_Simple model.

� TICjt¬c , TCjcCkt¬c , TCjt¬cCkc
: These converts are non-

existent with 0 probability.
� TCjcCj1¬c : The dependent source begins to report claims by

itself. P (TCjcCj1¬c) = cjckj(1− f(j, 1)).
� TCjcI : Dependent source sj is gradually becoming

independent, and all the other sources are indepen-
dent. P (TCjcI) = 1− P (TCjcCj1¬c)− P (TCjcC1c)−
P (TCjcC2c) · · · − P (TCjcCMc

)=1− cjckj(2− f(j, 1))

−∑M
m=1∧m �=j cm

∏M
n=1∧n�=m(1− cn).

� TCjt¬cCjc : At the t time point, the dependent source sj
abandons its partial independence but still maintains its
dependence. P (TCjt¬cCjc) = cjckjf(j, t).

� TCjt¬cCjt+1
¬c : The dependent source sj maintains its par-

tial independence at next time point. P (TCjt¬cCjt+1
¬c ) =

cjckj(1− f(j, t)).
� TCjt¬cI : The dependent source sj with partial indepen-

dence abandons its dependence completely. P (TCjt¬cI) =
1− cjckj .

TABLE III
DATASET STATISTICS

The observation probability for dynamic sources is the same
as that in the Depen_Complex model, since no matter what
time point is, when dependent source sj at partial independent
state, it still has the same observation probability as the inde-
pendent state for UIsj and UDsj . For the example in dynamic
source dependence model, the transition probabilityTC11¬cC1c =
0.04, TC11¬cC12¬c = 0.16. Note that the normalization is required.
Other parameters can also be calculated by this setting.

Source Dependence Calculation: In the dynamic source
dependence model, we also use Viterbi algorithm to com-
pute the hidden state sequence. The final source depen-
dence is calculated by (3). For the example in dynamic
source dependence model, we first calculated the whole ob-
servation probability. In time point 3, the observation se-
quence is UIs1 , UIs2 , UIs3 , the whole observation prob-
ability are 0.5, 0.45, 0.40, 0.46, 0.5, 0.5, 0.5, 0.5, 0.5,
0.5 for state I, C1c, C2c, C3c, C11¬c, C21¬c, C31¬c, C12¬c, C22¬c,
C32¬c respectively. The extracted hidden state sequence is
C2c, C21¬c, C23¬c. Therefore, the final source dependence in
dynamic source dependence model are D(s1) = D(s3) =
0, D(s2) = 0.5.

D(sj) =
|Cjc|+

∑T
t=1

|Cjt¬c|
t+1

|I|+ |Cjc|+
∑T

t=1 |Cjt¬c|
. (3)

C. Source Reliability Evaluation

After calculating source dependence, we evaluate the source
reliability by Equation(4) with accuracy, coverage and depen-
dency. The source reliability is defined by:

R(sj) = a1A(sj) + a2C(sj) + (1− a1 − a2)(1−D(sj))
(4)

We use a1 and a2 to weight source accuracy, coverage, and
dependence tested in experiment. Algorithm 1 is executed iter-
atively and the final truth is the claim that reported by the most
reliable source.

Truth = claimmaxj∈MR(sj) (5)

In the example, source 3 has the highest reliability for all the
three models. Therefore, in each model, the truths for time point
1-3 are 32 ◦C, 36 ◦C, and 38 ◦C respectively.

The time complexity of Algorithm 1 depends on the
number of the observations and hidden states. In the proposed
model, the Vitebi algorithm is used to search for the most
possible hidden state sequence. According to Algorithm 1,
there are three variants denoted as DepenHMM_Simple,
DepenHMM_Complex, and DepenHMM_Dynamic algorithms.
For DepenHMM_Simple algorithm, there are M + 1 states
and the time complexity is O(|C|M2), where|C| is the number
of the observation set and M is the number of the source.
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Similarly, the time complexities of DepenHMM_Complex and
DepenHMM_Dynamic are O(|C|M2) and O(|C|(NM)2),
respectively.

V. EXPERIMENTAL ANALYSIS

A. Experimental Setup

Datasets: Our experiments are conducted according to three
real-world datasets1: Stock, Flight, and Weather proposed in [48]
and [31] for data fusion. The ground truth is also provided in
the dataset. For Stock dataset, it contains trading data of 1,000
stock symbols from 55 sources on every workday. The ground
truth comes from NASDAQ100 stocks, where 100 stocks are
randomly selected by taking the majority values provided by
five stock providers. For Flight dataset, it contains information
of over 1,200 flights from 38 sources over 1-month period.
The ground truth contains departure/arrival information on 100
randomly selected flights provided by corresponding airline
websites. For Weather dataset, it contains weather data on 30
major USA cites from 18 websites every 45 minutes on a day
(total 7 days and every day has 1,833 timestamps). The ground
truth standard is provided in ref [31]. The detailed information
is described as follows in Table III.

Baseline methods: We assess the efficacy and efficiency of
the proposed three methods against the current state-of-the-art
approaches. A concise overview of the baseline methods is as
follows.
� TruthFinder [49]: It analyses the similarity among different

claims and weights all the claims of the sources.
� Two-Estimates [9]: It calculates the source credibility by

aggregating votes. If source s provides claim c, c is con-
sidered to oppose all claims except c.

� Three-Estimates [9]: It is an improved version of the Two-
Estimates algorithm and adds the error factor of the claim
in truth discovery.

� Depen [15]: It is the first Bayesian truth detection model
considering source dependence.

� CSS [36]: It studies the key source selection problem,
which determines a subset of key sources.

� EMMutiF [7]: It considers the characteristics and propa-
gation patterns of multimodal content.

� HMMN [23]: It focuses on the source dependence and
applies HMM to model the relevance between two sources.

� SRTD [44]: It estimates claim truthfulness for dynamic
truth from the credibility analysis on the claims and the
historical contributions of sources.

� CTD [11]: It incorporates denial constraints into the pro-
cess of truth discovery. In Stock Dataset, we add two
constrains (stock price should be lower than the highest
price and higher than the lowest price) and we add one
constraint for Flight Dataset (actual departure time is equal
to or later than the expected time) and Book Dataset (each
city has only one temperature at each time).

� DART [50]: It integrates domain expertise based on data
richness in different domains into source reliability.

1Datasets are available in http://lunadong.com/fusionDataSets.htm.

� DSMFA [51]: It proposes a hyper-parameter recommenda-
tion strategy for DART algorithm based on data augmen-
tation on the input dataset.

Implementation details: To evaluate performance of truth
discovery methods over continuous time, we partition the
datasets into sub-datasets based on different time intervals. Each
sub-dataset corresponds to the data generated on a specific
day. We use five-day intervals for evaluation. Three models
(Depen_Simple, Depen_Complex and Depen_Dynamic)
serve as the basis for generating the DepenHMM_Simple,
DepenHMM_Complex, and DepenHMM_Dynamic methods,
by Algorithm 1 where performance is compared with other
methods. All methods are implemented in Python 3.8.8 and
conducted on a server equipped with an Intel Xeon(R) Gold
6148 CPU@2.40 GHz with 80 cores.

Parameter Calibration: To calibrate the parameters of a1
and a2 in (4), we tested Depen_Dynamic model on 15 valid
combinations of in {0.2, 0.3, 0.4, 0.5, 0.6} on the Stock Dataset.
The accuracy result is shown in Fig. 5. According to the results,
(0.3, 0.2, 0.5) is used to measure the accuracy, coverage, and
dependence.

B. Experimental Results

To assess the efficacy and efficiency of the three HMM-based
methodologies, we employ a suite of metrics including Accu-
racy, Mean Absolute Error (MAE), Root Mean Square Error
(RMSE), Recall, Precision, F1-score, and execution time. For
the Stock and Flight datasets, the time in X-axis represents
a five-day period from Monday to Friday in a specific week.
The Weather dataset has a finer granularity, with continuous
five-minute intervals. The scalability test and ablation study are
meticulously designed to comprehensively evaluate the algo-
rithm’s performance across varying scales and the contributions
of individual components.

Accuracy comparison: Fig. 2 shows that De-
penHMM_Dynamic outperforms DepenHMM_Complex
in accuracy, which in turn consistently outperforms
DepenHMM_Simple across datasets. The EMMutiF method
lags, particularly on the Stock dataset, due to its limited capacity
to capture source dependencies, and even on the Flight dataset,
it shows significant accuracy fluctuations, suggesting difficulty
in managing dynamic source relationships. The Depen and
Two-Estimates methods also show lower accuracy on the Stock
and Weather datasets for not accounting for source dynamics.
HMMN’s performance is average, as its freshness parameter,
designed to measure update speed, is less relevant given that
all sources update at the same rate in these datasets. The
DART and DSMFA algorithms exhibit mediocre performance,
whereas the CTD algorithm demonstrates relatively inferior
performance, because the fused values derived in the quadratic
programming step in CTD fail to align with the actual truth.
Overall, the DepenHMM methods demonstrate higher accuracy
and robustness compared to other methods, underscoring their
effectiveness.

MAE comparison: Fig. 3 illustrates the Mean Absolute Error
(MAE) between predicted and actual truths across three datasets.
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Fig. 2. Accuracy comparison results for three datasets.

Fig. 3. MAE comparison results for three datasets.

Fig. 4. RMSE comparison results for three datasets.

The DepenHMM_Dynamic method consistently records lower
MAE than DepenHMM_Simple and DepenHMM_Complex,
due to its decay function-based modeling of source dependen-
cies, which adeptly manages complex source relationships and
incomplete data for more accurate predictions. Comparing the
DepenHMM methods to other benchmarks, they consistently
show lower MAE on all datasets, highlighting their strength in
tracking the dynamic truth over time. Due to the presence of data
at the billion-scale in the Stock and Flight datasets, the magni-
tude of MAE and RMSE significantly exceed those observed
in the Weather dataset. In the Stock dataset, the three methods
respectively post average MAE of 2.58× 1010, 2.55× 1010,
and 2.50× 1010. In the Flight dataset, the Depen method has
the lowest MAE, closely followed by DepenHMM_Dynamic.

In the Weather dataset, the average MAE are 12.3, 10.8, and
9.1, respectively, for the three methods, outperforming all but
Depen and CSS. In summary, the DepenHMM methods consis-
tently and accurately identify the dynamic truths of objects, as
evidenced by their lower MAE across datasets.

RMSE comparison: Root Mean Squared Error (RMSE) mea-
sures the difference between estimated and actual truths, con-
sidering both error magnitude and direction, and is sensitive
to large errors. RMSE is sensitive to scale, and results are
presented in Fig. 4. The DepenHMM_Dynamic method out-
performs the others in RMSE, indicating higher accuracy in
truth prediction. In the Stock dataset, it achieves an RMSE of
4.69× 1010, better than the benchmark’s 4.81× 1010. In the
Flight dataset, DepenHMM_Dynamic’s RMSE is 14.8, slightly
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TABLE IV
COMPARISON ON RECALL, PRECISION AND F1-SCORE

Fig. 5. Parameter calibration.

higher than Depen due to its penalization mechanism for de-
pendent sources, enhancing stability over time. In the Weather
dataset, DepenHMM_Dynamic records the lowest RMSE at
10.9. Overall, the DepenHMM methods provide an effective
approach for truth discovery in dynamic settings, with lower
RMSE values confirming their accuracy and reliability.x

Recall, Precision, and F1-score comparison: To more com-
prehensively evaluate model performance, we employs a bi-
narization strategy for gaining additional insights from regres-
sion models [52], [53]. For numerical datasets, instances with
true values above the dataset mean are labeled as the posi-
tive class, while others are labeled as the negative class. For
different datasets, samples with prediction errors within 1%
of the true values are defined as positive samples; otherwise,
they are defined as negative samples. Table IV shows that De-
penHMM_Dynamic excels across all datasets and metrics, with
improvements over the best-performing methods as follows: for
the Stock dataset, it gains 0.9% in recall, 0.6% in precision, and
0.8% in F1-score; for the Flight dataset, it gains 0.9% in recall,
0.1% in precision, and 0.5% in F1-score; and for the Weather
dataset, it gains 0.8% in recall, 1.0% in precision, and 0.9% in
F1-score. The DART algorithm exhibits average performance,
mainly because the domain richness indicator does not show
significant effectiveness in three datasets. The DSMFA algo-
rithm shows some improvement over the DART algorithm, as it
employs data augmentation to identify more optimal parameters
for DART. However, due to the relatively small differences in
richness among different entities in the dataset used in this
experiment, its performance remains only moderately enhanced.
These results underscore the effectiveness of the DepenHMM

TABLE V
COMPARISON RESULTS WITH DYNAMIC DATA FOR THE STOCK, FLIGHT, AND

WEATHER DATESETS ON EXECUTION TIME

methods in dynamic truth discovery by analyzing source de-
pendencies and dynamics. Overall, the DepenHMM methods
outperform existing methods on all three datasets.

Execution time comparison: To assess the efficiency of the
methods, we compare the execution time of all the methods
for the three datasets, providing insights into their scalability
and practicality for real-world applications. The results are
presented in Table V. From the table we can see that the
Depen method consumes the most execution time, followed by
Three-Estimates and Two-Estimates. HMMN algorithm exhibits
a time cost approximately 240 times greater than that of the
DepenHMM_Dynamic algorithm in the Stock dataset because
HMMN requires the estimation of dependencies among all
pairwise sources. It becomes less efficient when dealing with
many sources. The DART algorithm executes swiftly due to
its lack of complex computations and rapid iterations. The
CTD algorithm, though requiring constraint calculations, is
efficient as it avoids iterations, while the DSMFA algorithm
demands more time due to its data augmentation process. In
terms of the DepenHMM methods, the execution time of De-
penHMM_Complex is greater than that of DepenHMM_Simple
but smaller than that of DepenHMM_Dynamic. Specifically, De-
penHMM_Simple takes approximately half the execution time
of DepenHMM_Dynamic, within the middle range compared
to the other evaluated methods. As we can see, Depen_Simple
has lower complexity, making it more suitable for large-scale
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Fig. 6. Scalability test.

datasets. The superior performance of the Depen_Simple hidden
Markov model compared to baseline models can be used for
large-scale datasets in future. By partitioning a larger dataset
into multiple source sets, each can contain at most one source
of plagiarism.

Although the three DepenHMM methods may not be the
fastest among the evaluated methods, their execution times
remain within acceptable limits for the given datasets. Fur-
thermore, it is worth noting that the execution time of the
three DepenHMM methods scales linearly with the number of
objects in the dataset, indicating their ability to handle large-
scale data efficiently. Overall, the three proposed DepenHMM
methods provide improved solutions for truth discovery prob-
lems in dynamic scenarios, with reasonable execution times
that make them practical and scalable for a wide range of
applications.

Scalability Test: To assess the effectiveness of the proposed
method in handling large volumes of data, we conduct a scalabil-
ity test by expanding the number of sources in the Stock dataset.
We expand the Stock dataset (originally with 55 sources) by 1,
3, 5, and 10 times, resulting in 110, 220, 330, and 605 sources,
respectively. MAE and Accuracy are utilized to measure the
performance across these varying scales and the experimen-
tal results are presented in Fig. 6. As the number of sources
increases, the performance of the three algorithms generally
remains stable overall, particularly DepenHMM_Complex and
DepenHMM_Dynamic. DepenHMM_Simple exhibits minor
fluctuations within a limited range. Moreover, with the increase
in the number of sources, the accuracy of DepenHMM_Simple
improves and the Mean Absolute Error (MAE) decreases be-
cause due to the algorithm’s design, at most only one source can
be considered dependent. Therefore, the increase in the number
of sources does not significantly affect the reliability assessment
of the sources, thereby ensuring the stability.

Ablation test: In the ablation test, we aim to investigate the
roles of accuracy, coverage, and the selection of the most reliable
sources in truth discovery. For the three models, we conducted
experiments by removing accuracy (-A), removing coverage
(-C), removing both accuracy and coverage (-AC), and fusing the
claims instead of selecting the most reliable source declarations
(fused). We tested the accuracy on three datasets, and the results
are shown in the Fig. 7. It can be observed that the accuracy
of truth discovery decreases when either accuracy or coverage

Fig. 7. Ablation test.

is removed, especially when both are removed simultaneously
because the reliability of sources needs to be assessed from mul-
tiple perspectives, and relying solely on source dependence leads
to singular evaluation. Additionally, the performance of fusing
claims drops significantly because most of the fused claims are
entirely new values, which may lead to unexpected and poten-
tially inaccurate data that do not reflect any real-world situations.

VI. CONCLUSION

The presence of conflicting information from multiple sources
makes it critical to distinguish between what is true and what
is not. This paper focuses on addressing the dynamic truth
discovery problem with dependent sources where the dynamic
characteristics of objects have received limited attention in the
existing researches. To tackle this challenge, we construct three
hidden Markov models and propose a novel approach to measure
the dynamic dependence of sources and discover latent truths in
dynamic scenarios. To cater to various application scenarios, we
develop three distinct source dependence models. Each model
is designed to measure source dependence in a more refined
manner, capturing completed, partial and dynamic dependencies
among sources. The experimental results show that all three
developed methods perform high accuracy and robustness with
acceptable execution time, making them suitable for real-world
applications. In addition, sources may focus special domains on
objects, which implies that they could provide more trustworthy
claims on some objects than others. In the future, we will
particularly study the biased trustworthiness for objects among
different sources.
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