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Abstract

This thesis investigates the impact of using linguistic features in the In-

formation Retrieval (IR) stage of Question Answering (QA) systems. We

hypothesise that techniques that are commonly used in the final answer ex-

traction stage can improve the overall results of a QA system when adopted

in the earlier IR stage. In particular, we study the use of the following in-

formation: i) named entities in a pseudo-relevance feedback process; and ii)

semantic relations between words of questions and text sentences.

The study of the use of named entities is inspired by the common practice

of filtering out sentences that do not contain the expected answer type. We

consequently introduce a pseudo-relevance feedback that inserts entities of

the correct answer type in the original query. Our experiments show that

this technique leads to a query drift and the final results do not improve

with respect to a query without additional feedback.

To study the use of relational information, we design an IR framework

that is more efficient (in both speed and memory consumption) than stan-

dard approaches based on relational databases and on the concatenation of

word pairs at the indexing stage. The resulting framework allows a multi-

layer index that uses an extension to the standard vector space model as a

ranking strategy. The resulting ranking strategy improves precision, without

compromising the overall recall, by including linguistic word relations.

We present the QPLM, a model of relational information that borrows

concepts from Semantic Role Labelling (SRL) but is designed for the fast

generation of annotation and its use for indexing and retrieval. The results

are of quality comparable to SRL and indicate that linguistic information

encoded in the form of semantic relations does enhance the retrieval quality

of text and the final accuracy of QA systems.
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1
Introduction

The amount of digital information available today is extremely large, and

with the advent of computers and fast distributed networks, we have the

possibility to access this information at any given moment. However, large

repositories of data such as the World Wide Web (WWW) are only truly

usable if there is a means to filter the information to only what is needed by

the user. The process of filtering information according to the user’s need

is called Information Retrieval (IR). Different terms are applied to describe

different types of IR processes: Document Retrieval is used when users are

looking for documents, Image Retrieval when users are looking for images,

and Question Answering (QA) when users formulate questions and expect

answers. In this thesis, we focus on the search for information within the

context of QA.

This introductory chapter presents some basic concepts regarding IR

(Section 1.1) and QA (Section 1.2). A basic understanding of these dis-

ciplines is an important prerequisite for Section 1.3, where we introduce the

research questions on which this thesis is based. The last part of this chapter

presents the structure for this thesis.

1.1 Information Retrieval (IR)

IR is a discipline that is highly visible today due to the popularity of cur-

15



CHAPTER 1. INTRODUCTION

rent Internet search engines such as Yahoo! Search1, Microsoft Live2, and

Google3. IR is also an essential task to help users to deal with information

overload, caused by large amounts of data that is created and stored on a

regular basis. Manning et al. [86, Chapter 1] define IR in the following way:

“Information Retrieval (IR) is finding material (usually docu-

ments) of an unstructured nature (usually text) that satisfies an

information need from within large collections (usually stored on

computers).”

IR deals with the problem of finding information that is relevant to a

user’s need in a large repository of information. The information can consist

of any type of media such as text, audio, image, and video. In the scope of

this thesis, we restrict the definition of IR to the processing of text documents

so that an information need, expressed by a set of words (the query), is

satisfied by a set of text documents or by parts of these documents.

The success of the IR process is measured by the relevance of the re-

trieved text according to the presented query. The query, which is often a

set of disconnected words, represents a rather vague statement of the in-

formation need. For instance, the query “Prime Minister of Australia” is

clear on what needs to be searched, but does not specify what is the actual

information need of the user, which makes it hard to judge documents for

their relevance. A better way to express the information need is by the use

of natural language questions. For instance, the question “Who is the Prime

Minister of Australia?” represents a clear need of information that can be

easily used to judge the relevance of the retrieved documents. The task of

finding answers to natural language questions is called Question Answering.

1.2 Question Answering (QA)

QA is able to better handle some of the problems of keyword-based search,

1http://search.yahoo.com
2http://www.live.com
3http://www.google.com
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1.2. QUESTION ANSWERING (QA)

including: countering the low explicitness of the information need with the

use of explicit sentences and questions in natural language; and facilitating

the judgement of relevance by the user, who typically needs to read large

portions of documents and sometimes perform in-document search to be able

to determine whether the requested information is found. These two issues

are even more salient when using devices with visual constraints such as

portable communication devices or user interfaces for the visually impaired.

It has been long argued that natural language provides an easier way for

users to query an IR system (e.g. [113]). However, we have shown in [109]

that even when the search interface encourages the users to post queries as

natural language questions, only a small percentage of entered queries are in

that format. This is perhaps due to the high popularity of web search engines

such as Google, which users have learned to use as a keyword-matching tool.

With the sheer amount of WWW documents, search engines are able to

successfully handle keyword-matching queries. This creates a great trust in

these tools, despite the user having misconceptions on how IR tools work [99],

and often requiring several queries to find the desired information [108]. As

shown by Pan et al. [108], when more complicated information needs are

required and the search engines fail to satisfy these needs, the users uphold

the trust in these tools and shift the fault away from the search engine

towards themselves for being unable to formulate the ‘correct’ query.

The research presented in this thesis brings the responsibility back to the

IR task. We focus on the IR task and whether it can find documents that

contain answers to natural language questions. By having an IR system that

can identify documents that satisfy users’ questions, it is likely to improve

QA performance.

Most QA systems follow a standard three-stage architecture where ques-

tions are first analysed, then used in an IR system, and then finally matched

with the retrieved documents in order to find answer candidates. Figure 1.1

illustrates the traditional QA pipeline architecture.

The question analysis stage deals with finding what type of information

17



CHAPTER 1. INTRODUCTION

Q u e s t i o n  A n a l y s i s I n f o r m a t i o n  R e t r i e v a l A n s w e r  E x t r a c t i o nQ u e s t i o n A n s w e r

Figure 1.1: Traditional QA pipeline architecture

is requested by the user and what is the topic of the question. The answer

extraction is normally the last stage of a QA system, which focuses on finding

the correct answer for a question in a selection of textual items. The ques-

tion analysis and the answer extraction stages are where the most complex

Natural Language Processing (NLP) techniques are applied, which include

named-entity recognition [129], syntactic dependency parsing [28], Semantic

Role Labelling [131], and automated theorem proving [93].

The IR stage is treated as a black box in the QA process and it is typ-

ically performed by off-the-shelf IR tools, which normally do not employ

NLP techniques. Some QA systems focus on the input and output of IR

systems; for example, Dumais et al. [35] perform a passive-to-active voice

transformation of the question in an attempt to bring the IR query closer

to the document that it is expected to retrieve. Some IR work focuses on

improving QA by passage retrieval re-ranking using word overlap measures.

For instance, Tellex et al. [144] compare a group of passage retrieval tech-

niques and conclude that those that apply density-based metrics4 are the

most suitable to be used for QA.

Some work has been done on IR models that specifically aid the QA task.

The work of Monz [98] defines a weighting scheme that takes into consider-

ation the distance of the query terms. Murdock and Croft [100] propose a

translation language model that defines the likelihood of the question being

the translation of a specific document. Cui et al. [29] uses dependency rela-

tions over word density methods for passage retrieval. Tiedemann [147] uses

a multi-layer index containing more linguistically-oriented information and

a genetic learning algorithm to determine the best parameters for querying

those indices when applied to the QA task. Tiedemann argues that since

4Ranking of passages based on the number of query words and the proximity between

them.
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1.3. RESEARCH QUESTION

QA is an all-natural language task, linguistically-oriented IR will help to

find better documents for QA. However, the use of extra information may

not necessarily improve QA alone; for instance, the high precision approach

for IR of Bilotti and Nyberg [7] improves the IR results for QA, but fails to

improve the final QA results.

Although IR can be helped by NLP techniques such as named-entity

recognition, phrase extraction and syntax parsing [139], these techniques are

not generally used due to their high complexity. Because IR has a history of

high response times and fast speeds, any addition to the IR process, even if

it improves the overall results, is not viewed upon favourably. On the other

hand, QA is an IR dependant task that highly utilises NLP tools, which are

normally an order of magnitude slower than IR. The addition of linguistic

information in search indices, even though it can represent an added cost to

the IR process, may actually reduce the overall cost of the QA process; for

specific QA setups, the addition of such information may even speed up the

QA experience as described by Bilotti et al. [10].

1.3 Research Question

IR should not solely aim to provide documents that match the exact key-

words of a query, but should also perceive the user’s information need and

to find documents that can fulfil this need. QA is one attempt to make the

information need more explicit by the use of natural language questions. In

this thesis, we hypothesise that widely-used NLP information in QA, such

as named entities, dependency relations and semantic role labels, can be

used to assist the IR task in a QA environment. Specifically, we address the

following research questions in this thesis:

1. Can the presence of answer features such as named entities be used as

an indication of relevance for documents in IR for QA?

2. Are syntactic dependencies and semantic role labels better indications

of relevance of documents for QA than words alone? If so, can the

19



CHAPTER 1. INTRODUCTION

same improvements be sustained with simpler semantic annotation?

This thesis addresses the issue of whether modifications in the IR struc-

ture, such as the addition of QA techniques including linguistic information,

can help to fulfil the explicit information need of natural language questions

and therefore be beneficial to QA. Our hypothesis is that QA can benefit

from a specialised IR strategy that takes into account the natural language

characteristics of the task. We hypothesise that if answer clues are included

in the IR stage, better documents will be retrieved and therefore QA results

will improve.

To test our hypotheses, we have experimented with different models of

retrieval and information from NLP tools that are used in the QA task. We

have experimented with IR using pseudo-relevance feedback, and with the

inclusion of linguistic information in the search structure.

The addition of such information in the search structure is made possible

by the implementation of an IR framework, which is another outcome of this

thesis. The IR framework allows the inclusion of a vast range of relational

information, and allows the construction of ranking mechanisms that are

better targeted to the QA task. In a comparison with two off-the-shelf tools,

the framework is more efficient in both speed and memory usage when using

linguistic information.

1.4 Thesis Organisation

This thesis is organised into seven chapters, including this introduction.

Chapter 2 presents some background work in the field of IR and QA that

are important for the understanding of this thesis. In addition, Chapter 2

presents some directly related work, which is discussed in the last section of

the chapter. Chapter 3 focuses on our first research question of whether

named entities are a good indication of relevance for QA. In Chapter 3, we

study a two-way IR architecture that considers the named-entity types of the

expected answers in a pseudo-relevance feedback mechanism. Chapters 4 to 6
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1.4. THESIS ORGANISATION

address our second research question of whether linguistic relations can pro-

vide a better indication of relevance for documents in IR than words alone.

Because linguistic relations are poorly supported by IR tools, Chapter 4

proposes an IR framework for the inclusion of linguistic information in the

search structures and a novel ranking mechanism using this information. In

Chapter 5, we define an annotation scheme that is based on the semantics

of relationships between sentence words. This annotation scheme forms the

basis to address our second research question, which is that when holding the

assumption that linguistic information improves IR for QA, whether simpler

semantic annotations are able to sustain these improvements. The proposed

annotation scheme in Chapter 5 is faster to generate than current semantic

annotation standards, which allows such techniques to be integrated into tra-

ditional speed critical phases such as IR. Chapter 6 presents an evaluation

of the usage of linguistic information, including our semantic annotation

scheme, in the proposed IR framework. Finally, Chapter 7 presents the

concluding thesis remarks and future work.
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2
Literature Review

The main focus of this thesis is to investigate techniques to improve the IR

stages of a QA system. This chapter’s objective is to introduce the main

concepts that need to be understood for the full comprehension of the work

described in the subsequent chapters. Section 2.1 and Section 2.2 focus on

relevant background work in the IR and the QA areas. Section 2.3 fur-

ther discusses some developments in IR that are specific to the QA task.

Work that is more specifically related to the content of this thesis is pre-

sented in Section 2.4, which include the work of Tiedemann [146], and Bilotti

and Nyberg [7] which use linguistic information to improve the IR for QA;

Litkowski [77] which describes a simpler semantic relation model to extract

answers to questions; and Fuhr and Gövert [43] which describes an efficient

indexing method for structural retrieval.

2.1 Information Retrieval

According to Baeza-Yates and Ribeiro-Neto [4], IR deals with the representa-

tion, storage, organisation of, and access to information items. Information

items can be seen as any type of information, such as text, image, audio,

and video. However, because of the specific nature of this thesis, we will not

deal with information other than textual documents.

When the number of documents is too great to be searched using full-
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Figure 2.1: Example of the organisation of an inverted file

text scanning, the representation, storage and organisation of information

become key aspects of the IR process. They allow the information to be

readily accessible in case there is a need to retrieve it. Some representations

of document collections allow quick access and retrieval of information. The

most common are inverted files and signature files [37]. In our work, we will

focus on inverted files, which according to Zobel [178] are a representation

superior to signature files in terms of speed, space and functionality.

Inverted files are also known as inverted indices in the literature; in this

thesis, we will use the term inverted files because this name better reflects

the way the data structure is organised. Inverted files are data structures

that have sequences of documents for every term, in contrast to indexed files

that have a sequence of terms for every document.

A standard inverted file structure consists of two main components: a

dictionary and a posting list. Figure 2.1 illustrates the organisation of an

inverted file structure. Every term in the dictionary has a pointer that

indicates the start of a sub-list of postings. This sub-list records all docu-

ments where the term can be found. Normally the posting list addresses the

documents by a document ID, which requires a third structure to restore

document information.

The inverted file structure can be augmented with extra features in the

24



2.1. INFORMATION RETRIEVAL

dictionary and in the posting list. The addition of term context for the

retrieval of structured documents such as XML [22] normally represents a

modification in the dictionary structure. On the other hand, the addition of

the term position, which is used to retrieve phrases, represents modifications

in the posting list.

The inverted file structure can be enhanced with the use of compression

techniques, which reduce the size of the index and therefore memory usage.

Compression techniques are able to improve the overall IR speed performance

because they enable the encode, decode, read and write of compressed data

to be faster than the read and write of uncompressed data [86, Chapter 5].

Memory usage in IR, including the storage of the dictionary and post-

ing list, can greatly affect the speed performance; therefore, minimising the

memory requirements is paramount for IR systems. One method to reduce

these memory requirements is to compress the dictionary and posting list.

However, compression techniques as shown by Trotman [150] may not al-

ways improve system performance, particularly if computationally expensive

methods are used.

2.1.1 Retrieval Models

According to Fuhr [42], retrieval models are the theoretical basis of IR, which

not only involve how the search is performed, but also how the documents are

represented. IR models handle the ordering of results in distinct ways. Some

models assume that all documents that satisfy a query are equally relevant;

others assume that there is an uncertainty of relevance between documents

and queries, which can be used to rank the documents in an order that is

believed to place more relevant documents at the top of the list and less

relevant ones at the bottom.

The Boolean model refers to the search strategy that retrieves documents

that are ‘true’ for a Boolean query [153, Chapter 5]. Boolean queries contain

terms, which define different sets of documents that should be retrieved, and

Boolean operations, which define the set of operations that should be applied
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UKUK

Queen
  President

Brazil

Britain

Figure 2.2: Example of retrieval of Boolean query “(Brazil AND President

AND NOT Queen) OR ((Britain OR UK) AND Queen)”. The shading rep-

resents the retrieved set.

to these sets in order to generate a final set of documents. Boolean queries are

very specific on which terms are used and not used. For instance, Figure 2.2

illustrates the retrieval of the Boolean query “(Brazil AND President AND

NOT Queen) OR ((Britain OR UK) AND Queen)”. The query specifies that

the term Queen should not appear in the same documents as Brazil, unless

it appears together with the term UK or the term Britain.

Probabilistic models try to estimate the probability of relevance of a doc-

ument according to a user query [153, Chapter 6]. Some probabilistic models

such as the binary independence model assume that document terms are in-

dependent of each other [86, Page 222], which facilitates the computation

of a ranking function. Rijsbergen [153, Chapter 6] states that independence

is assumed in probabilistic models only because the calculations otherwise

would become intractable. Therefore, the assumption of term independence

facilitates the use of simpler corpus statistics such as term frequency and

document length, in order to estimate the probability of relevance.
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Relevance feedback utilises the feedback from users on the relevance of

a given document to improve a second-stage retrieval. The main goal of

relevance feedback is to apply the user response to ‘move’ the query in the

direction of relevant items and away from nonrelevant ones [128]. Given the

assumption that the first documents in a retrieval set are more likely to be

relevant, it is possible to create an automatic relevance feedback mechanism,

known as pseudo-relevance feedback [81].

Relevance feedback is associated with most retrieval models, but it is

particularly important for probabilistic models since both positive or neg-

ative indications of relevant documents can provide more precise statistics

about the relevance of terms. Without this information, probabilistic models

have to estimate query term probabilities solely based on corpus statistics

and must assume an equal chance of unseen terms to contribute towards the

relevance of a query.

Language models differ from probabilistic models in that instead of cal-

culating the probability of a document being relevant to a certain query, they

calculate the probability of a query being randomly generated by a language

model of a certain document. Documents that are more likely to be the

language model of a certain query are ranked higher in a retrieval set.

Ponte and Croft [114] were the first to propose the use of language models

in IR. They show the feasibility of the method and report improved results

over the INQUERY [20] ranking formula, which is a probabilistic approach.

More language models have been applied to IR since this work.

Berger and Lafferty [6] describe the process of query formulation by users

as a succinct translation of an ideal document. From this idea, they propose

a translation model that calculates the chance of a query to be a translation

of a document. Every term in the model has a probability of being translated

by itself or to another related term. This provides the basis for further work

on cross-lingual retrieval such as Xu et al. [169].

Translation models are applied to the QA task by Murdock and Croft [100].

In their work, the use of a translation model in the passage retrieval task
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outperforms a query likelihood baseline by allowing matches between re-

lated terms and thus increasing the number of matches between passages

and queries.

One of the most well known models in IR is the vector space model, of

which we will provide a detailed explanation in the next section, and propose

some extensions in Chapter 4.

2.1.1.1 Vector Space Model

The vector space model [125] represents documents as vectors with the same

number of dimensions as the number of terms in the language. This rep-

resentation allows the computation of similarity between documents as the

angular difference between these vectors. A standard approach for comput-

ing similarity is to use the cosine of the angle between two document vectors.

Hence, two document vectors will have a zero angular difference (cosine sim-

ilarity of 100%) if they share the same terms with the same proportional

frequencies. In the same way, two document vectors have no cosine similar-

ity if they are represented by perpendicular vectors, i.e. they do not share

any terms.

Figure 2.3 illustrates the vector representations of four documents la-

belled as follows:

• Dred (→) containing the terms {Brazil, Brazil}

• Dblue (→) containing the terms {UK, Queen}

• Dgreen (→) containing the terms {UK, UK, Queen, Queen}

• Dbrown (→) containing the terms {Brazil, Brazil, Queen}

Because of the angular differences between vectors, we can measure dif-

ferences in the cosine similarity. For instance, documents Dgreen and Dblue

contain the same terms with the same relative frequency, which creates two

vectors with zero difference in angle between them. The similarity of Dred

to Dblue or Dgreen is zero, since Dred does not share any term with Dblue
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Z

X Y

Dgreen

Dblue

Dred

Dbrown

Figure 2.3: Vector representation of documents Dred, Dblue, Dgreen and

Dbrown. The axes represent the terms as follows: X=Brazil, Y=UK,

Z=Queen.

or Dgreen, and therefore they are perpendicular in the vector space. Dbrown

is more similar to Dred than the other documents since the angular differ-

ence between Dbrown and Dred is smaller (26.6 degrees) than the difference

between Dbrown and Dblue or Dgreen (71.6 degrees). This is because Dbrown

shares the only term that Dred contains (Brazil) with the same frequency,

while it shares one out of two terms with Dblue and Dgreen.

The vector space model differs from the Boolean model in many ways.

The vector space model builds a ranking list of documents ordered by their

vector representation similarity to a query. In addition, the vector space

retrieval adds documents to its retrieval set according to a logical disjunction

model. The only documents that are not included in the retrieval set are

those that do not share any terms with the query, i.e. when the document

vector is perpendicular to the query vector.
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2.1.2 Evaluation

The evaluation of IR systems is strongly bound to the definition of relevance.

Relevance is a difficult matter to judge. The task of categorising documents

as relevant or irrelevant must be made according to whether they satisfy an

information need, which in most cases is not clearly defined by the query.

Even specific queries that have clear information needs can have different

relevance judgements for its retrieved documents by different users.1 It is

also important to note that the dichotomy of relevance is clearly incorrect

because documents may not entirely satisfy the information need at hand;

in other words, some documents will have partial relevance.

2.1.2.1 Evaluation Framework

Despite the difficulties in establishing a generic model of relevance, there

is a constant effort by researchers to build test collections for IR. Com-

petitions such as the Text REtrieval Conference (TREC) [55], the Cross-

Language Evaluation Forum (CLEF) [14], the NII Test Collection for IR

Systems (NTCIR) Workshops [67], and the Initiative for the Evaluation of

XML retrieval (INEX) [49] have started as early as 1992. These meetings and

their several specialised tracks are of extreme importance towards shaping

today’s IR tools.

The IR evaluation competitions provide a task description and a com-

mon evaluation framework that allows systems to be compared against each

other. They manually evaluate system results using human assessors, where

systems are ranked according to their performance in the task. The judge-

ment evaluations are made publicly available after the competition so that

systems and techniques that have not participated in the competition can

perform their own evaluations.

The validity of such tests has been disputed due to completeness prob-

lems, since they cannot guarantee that an unseen document is not irrelevant.

1These issues have been examined by studies on personalised IR, which we will not

address in this thesis.
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Retrieved Not Retrieved

Relevant true positive false negative

Irrelevant false positive true negative

Table 2.1: Document classes used to evaluate IR results

However, the pooling method has been defended in the TREC competitions

by Zobel [177] and Voorhees [158] by demonstrating that removing partici-

pant systems from the pool and re-evaluating them using the remainder of

the pool does not change their final ranking in comparison to other systems.

Another problem with these competitions is that the ambiguous under-

standing of relevance may cause an assessor to unintentionally penalise or

benefit some systems. However, Voorhees [158] argues that there is no ev-

idence that the subjectivity of judgements by different assessors affects the

comparative evaluation of systems.

2.1.2.2 Metrics

The standard IR evaluation framework considers documents as either rele-

vant or irrelevant for a certain information need. Thus, under this frame-

work, a perfect IR system would satisfy an information need by returning

all of the relevant documents and none that are irrelevant. Table 2.1 shows

a document classification used for the evaluation of IR results.

The evaluation of IR techniques focuses on explaining how the retrieval

performs according to the classes in Table 2.1. For instance, if a system

returns a higher proportion of true positives to false positives, it indicates

that the results of this system are mostly relevant. A system may also have

a higher proportion of true positive to false negatives, which indicates that

most of the relevant information in the document base has been found. The

metrics used to provide this information are called precision, recall and F-

measure.

Precision is the proportion of retrieved documents that are relevant.

Equation (2.1) defines precision as the number of true-positive documents
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divided by the number of documents retrieved, regardless of whether they

are true positives or false positives.

Precision =
|true positive|

|true positive + false positive|
(2.1)

Recall is the proportion of relevant documents that are retrieved. Equa-

tion (2.2) defines recall as the number of true-positive documents divided by

the number of relevant documents, regardless of whether they are true pos-

itives or false negatives.

Recall =
|true positive|

|true positive + false negative|
(2.2)

Different IR tasks may require different types of systems. For instance,

one task may require only one relevant document, which calls for an IR

system that has a high precision; other tasks might need all information

regarding a certain subject, therefore requiring IR that focuses on recall.

Because the importance of precision and recall may not be always clear, F-

measure is used as a metric to define whether an improvement is achieved

in terms of recall and precision combined. Equation (2.3) defines F-measure

as the harmonic mean of precision and recall.

F -Measure =
2 × (Precision × Recall)

(Precision + Recall)
(2.3)

F-measure can also be formulated as shown in Equation (2.4), as the

weighted harmonic mean if the importance of precision and recall is known

for a certain task. Weights of β > 1 prioritise recall, β < 1 prioritise pre-

cision, and β = 1 gives the balanced mean of Equation (2.3). F-measure is

commonly referred to as F1 for β = 1, and F2 for β = 2.

F -Measure =
(β2 + 1) × (Precision × Recall)

(β2 × Precision + Recall)
(2.4)

When comparing the performance of IR systems, a set of queries are

used and the average precision for all these queries is calculated. The average

precision measures the precision of an IR system across different recall levels.
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Therefore, it gives the expected precision for a certain query and IR system,

disregarding the number of documents retrieved. The average precision of a

query q is calculated as shown in Equation (2.5).

AveragePrecisionq =
1

|D|
×

|D|
∑

j=1

1

j
× (number of true positives in {d1, . . . dj})

(2.5)

Where D is the set of documents retrieved for query q.

The Mean Average Precision (MAP) of an IR system is calculated

using a complete set of evaluation queries Q, as shown in Equation (2.6).

MAP =
1

|Q|
×

|Q|
∑

i=1

AveragePrecisionqi
(2.6)

2.2 Question Answering

According to Simmons [136], the field of QA has a history dating back

to 1959. In his 1965 survey, Simmons found more than a dozen QA sys-

tems. Even with this quantity of work, Simmons observes that the results

were promising but not practical: most of these early QA systems worked

over databases and were very restricted in domain due their limitation in

memory and processing power.

Today’s QA systems focus more on answering questions by searching

natural language texts, rather than information in structured databases.

This change in focus is likely due to the large amount of texts that are

electronically available, and due to the improvements in the research areas

of computational linguistics and IR.

Many recent QA systems participate in the QA Tracks of various con-

ferences. Perhaps the most influential conference is hosted by the National

Institute of Standards and Technology (NIST), initially at TREC and now

at the Text Analysis Conference (TAC). There are other QA evaluation fo-

rums such as the QA track at CLEF, and the QA and the Cross-Language
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QA (CLQA) tracks at the NTCIR Workshops. The QA tracks at CLEF

focus on non-English monolingual QA and cross-language QA for European

languages, while the NTCIR originated as a monolingual Japanese QA track

to now become a cross-language QA of Chinese, Japanese and English. These

QA tracks provide important common environments where new techniques

are shown and systems are tested. However, because this thesis studies the

IR for QA tasks in an English monolingual environment, we will only focus

on the QA tracks at NIST.

2.2.1 Question Answering Tracks at NIST

Since 1992, the TREC conference has been supported by NIST with the

following goals [160]:

• to encourage research in IR based on large text collections;

• to increase communication among industry, academia and government

by creating an open forum for the exchange of research ideas;

• to speed the transfer of technology from research labs into commer-

cial products by demonstrating substantial improvements in retrieval

methodologies and real-world problems; and

• to increase the availability of appropriate evaluation techniques for use

by industry and academia, including development of new evaluation

techniques more applicable to current systems.

From 1999 (TREC-8) to 2007 (TREC 2007)2, a QA track was included in

order to instigate competitive research in the QA field. In 2008, TREC’s QA

track was moved to TAC, which is also hosted by NIST. TAC was created

to promote research in NLP by providing large test collections, common

evaluation procedures, and an environment that promotes the sharing of

results.3

2Since 2001, TREC has been identified by the year in which it is held.
3See http://www.nist.gov/tac
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Over the years, the QA task at the NIST conferences has changed con-

siderably. The first QA track (TREC-8) contained a set of 200 fact-based

questions and utilised a 1.9 GB corpus [154, 163]. The questions were se-

lected from a large pool of questions proposed by the task participants and

the NIST TREC team, and from the log files of FAQFinder [18], which is a

QA system that uses frequently asked questions as its knowledge base. In

this first QA track, for every question there was at least one answer in the

corpus. The QA systems needed to provide five answers at most, with ref-

erences to the documents from the TREC corpus on which the answer was

based.

TREC-9 used a set of 693 fact-based questions that had to be answered

based on a 3 GB corpus [155]. Questions were real-world questions, extracted

from Microsoft Encarta and Excite logs. Changes in the question types could

also be found in this track. For example, Elworthy [36] observes that who

questions in TREC-8 only contained questions asking for an entity name,

while TREC-9 contained questions that required a description as its answer.

The difference is shown in the following examples cited by Elworthy [36]:

• “Who is the richest person in the world?” (entity)

• “Who is Desmond Tutu?” (description)

For the TREC 2001 QA main track the systems had to answer 500 open-

domain fact-based questions, this time from MSNSearch and AskJeeves logs,

and rely on the same 3 GB corpus of TREC-9, which contains nearly one

million news articles [156]. This track differed from the previous one because

there were no guarantees that an answer would be found in the collection.

This introduced a challenge for competitors since they had to create confi-

dence scores to define their certainty of having found an answer to a question

or not.

The TREC 2001 QA track also introduced the List task, where QA sys-

tems had to answer a list-type question. These questions required to receive

a certain number of answers to be right. For example, the question “Name
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Topic: Franz Kafka

Questions:

• Where was Franz Kafka born?

• When was he born?

• What is his ethnic background?

• What books did he author?

• Other

Figure 2.4: Example of a topic-centred question used in the QA track of

TREC from its 2004 edition

two capital cities in Europe” required an answer containing two names of

cities. Any answer containing only one capital city in Europe was not en-

tirely correct.

According to Voorhees [157], the main difference in the QA track of

TREC 2002 from the previous year was that the QA systems had to return

the exact answer, not just a part of text that contained the answer.

The TREC 2003 main task in the QA track introduced three types of

questions: factoid, list and definition questions [159], which were originally

extracted from Microsoft and AOL4 logs. The TREC 2003 QA track also fea-

tured a passage task, where the answer was presented using a 250 character

span of text. The passage task was discontinued in subsequent years.

The main modification of TREC 2004 QA track from the previous years

concerned the set of questions, which were grouped into different topics [161].

Every topic had a few questions associated to it, and ended with an other-

type question. The other-type questions required the systems to present

relevant information about the topic that had not been covered by previous

questions. Figure 2.2.1 gives an example of a set of questions regarding one

specific topic used in TREC 2004 QA track.

TREC 2005 did not present many differences from TREC 2004; the most

significant changes included the inclusion of events as topics, and the possi-

bility to submit the list of documents retrieved as an effort to improve the

4http://www.aol.com
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IR stages of QA systems [162]. This was the first effort from a QA track to

provide a means of evaluating the IR stage for the QA task.

The TREC 2006 main QA track was essentially the same as TREC 2005.

The main difference involved time sensitive questions, which were previously

judged according to the time frame from the supporting document [32]. If

a question was presented in the present tense, the correct answer would

need to be based on the latest information available for that question. For

instance if a question asked for the current president of a certain country,

and different documents present contradictory information, only the latest

information would be considered correct.

The TREC 2007 main QA task maintained the format from previous

QA tracks, but the corpus used had changed considerably [30]. For that

year, the AQUAINT-2 5 corpus was used together with the Blog06 [82].

The AQUAINT-2 corpus is similar to the AQUAINT [50] corpus because it

comprises of a collection of newswire texts. The Blog06 corpus, on the other

hand, contains a collection of raw HTML that had been copied from WWW

sources from late 2005 to early 2006.

TAC-2008 was a continuation of the main QA task of TREC 2007 with

considerable changes.6 Factoid questions were no longer used and the task

consisted of answering opinion-type questions regarding the documents from

Blog06 and AQUAINT-2.

Even though the systems’ results are substantially different for the QA

tracks, the approach to the task mostly followed a standard system architec-

ture (Figure 1.1 on page 18). For instance, Voorhees [161] writes:

“Systems generally determine the expected answer type of the

question, retrieve documents or passages likely to contain answers

to the question using important question words and related terms

as the query, and then perform a match between the question

words and retrieved passages to extract the answer.”

5http://www.nist.gov/tac/data/data_desc.html
6http://www.nist.gov/tac/tracks/2008/qa
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2.2.2 Evaluation Metrics

Perhaps the most common metric used to evaluated QA system is the Mean

Reciprocal Rank (MRR). MRR is defined in Equation (2.7) as the aver-

age of the reciprocal rank, which is the inverse of the rank of the first correct

answer, for every question in the evaluation set:

MRR =
1

|Q|
×

|Q|
∑

i=1

1

rankqi

(2.7)

Where Q is a set of questions, and rankqi
is the rank of the first correct

answer of question qi.

MRR is normally used for systems that return a ranked list of answers.

MRR rewards systems that return answers near the top of the list, and

penalises systems that return answers in lower ranks. The difference between

MRR and precision is that precision requires a fixed amount of answers to

be calculated and when this amount is defined the rankings of the correct

answers are irrelevant. For instance, consider the following two ordered lists

of answers, where denotes a correct answer and denotes a wrong answer:

RA1 = { }, RA2 = { }

In order to evaluate the precision of these lists of answers, we ignore the

position where the correct answers appears and both lists are considered

equally good with a precision of 20% (1 correct out of 5). On the other hand,

for the reciprocal rank, the number of total answers returned is irrelevant,

and only the first correct answer is measured. For the above two answer lists,

the reciprocal rank values are 1.0 for RA1 and 0.25 for RA2, demonstrating

the usefulness of the metric for this QA setup. MRR reflects the average

position of the answer for a given system, which can be explicitly calculated

by inverting the MRR value ( 1
MRR).

Even though MRR is regarded as a better metric than precision to eval-

uate a QA system that returns a list of possible answers [116], precision

is still important when multiple answers are allowed. In the QA track
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of TREC 2003 [159], when list questions (questions that require a list of

items as answers) were introduced, the metric used for evaluation was the

F-measure with equal weights assigned to recall and precision; the definition

type of questions (other-type from 2004 onwards) were also evaluated using

F-measure but with different weights (with more importance on recall).

The MRR metric is used for the evaluation of most QA competitions,

such as TREC [164], CLEF [84] and NTCIR [46], when more than one an-

swer is allowed. However, MRR is dropped when only one answer is required

for every question. TREC has adopted the single answer requirement from

TREC 2002 QA Track [157]. The QA track at CLEF permits from time to

time more than one answer per question, which allow systems to be evaluated

using MRR [41, 83]. For the competitions with a single answer setup, the

evaluation is done in terms of accuracy. Accuracy is measured as the pro-

portion of correct answers to the total number of questions (Equation 2.8):

Accuracy =
1

|Q|
×

|Q|
∑

i=1

Correct(qi) (2.8)

Where Q is a set of questions, and Correct(qj) is equal to 1 if question qj is

correctly answered, otherwise Correct(qj) is equal to 0.

QA competitions have also experimented with different evaluation scores

such as K1 measure, confident weighted score and nugget pyramids [31, 32,

47].

2.2.3 Question Answering Framework

Several systems in the literature answer questions based on text corpus infor-

mation. Some of these systems operate only for domain-specific texts while

others are open domain and work with generic texts. While domain-specific

QA systems apply extensive NLP techniques and domain-specific resources,

open-context QA systems are limited in NLP resources and often require

to make a trade-off between QA performance and processing time. For in-

stance, the MULDER QA system [72] modifies the requirements of its parser
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in order to obtain better or quicker results.

Most QA systems reduce the complexity of dealing with large amounts

of text data by using IR techniques. Roberts and Gaizauskas [119] affirm

that this may be because NLP researchers have not spent time optimising

the access of their data structures and their algorithms.

Even today’s web-based QA systems tend to reduce their systems com-

plexity by using known WWW search engines to perform the IR and Passage

Retrieval tasks. This makes the process of web-based QA very similar to

other corpus-based methods, where perhaps the only difference is the size of

the corpus used.

In regards to IR, most QA systems present no major differences even

when they use different types of corpora. This was observed by Voorhees [161]

where most QA systems in TREC 2004 follow the traditional pipeline archi-

tecture shown in Figure 1.1 (page 18), with the standard stages of a QA

system being Question Analysis, IR and Passage Retrieval, and Answer Ex-

traction.

2.2.3.1 Question Analysis

The primary task that allows a QA system to answer a natural language

question is the interpretation of the information contained in the question.

According to Moldovan et al. [94], when the question analysis fails, it is hard

or almost impossible for a QA system to perform its task. The importance

of the question analysis is very clear in the QA system of Moldovan et al.

since this task is performed by 5 of the 10 modules that are part of their

system.

One simple approach for analysing questions is to divide the task into two

parts: finding the Expected Answer Type (EAT), and finding the question

focus.

For the task of finding the question focus, the simplest approach is to

discard every stopword of the question and to consider the remaining terms

as the focus representation.
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Many systems use a set of handcrafted rules for finding the EAT [1, 24,

59, 74, 95]. This is normally sufficient for a large amount of questions be-

cause, according to Lin [74], natural language questions obey Zipf’s law [176].

Lin [74] argues that just a few question schemas are able to handle a large

number of questions. Normally these schemas are written as regular ex-

pressions, and the task of finding the EAT is a matching problem between

questions and regular expressions. Every regular expression will have an as-

sociated EAT that will be assigned to a question if it matches its pattern.

Question patterns are also used to find the question focus. This approach

can be seen in the work of Harabagiu et al. [54], where they apply question

patterns to find the focus of definition questions.

According to Chen et al. [24] the EAT recognition falls into two broad

groups: those based on lexical categories and those based on answer patterns.

EAT analysis based on lexical categories identifies some lexical information

present in the questions, while analysis based on answer patterns predicts

the EAT by the recognition of certain question types.

Hovy et al. [59] build a QA typology in order to produce a range of

specific to general EAT. Question patterns are assigned for every answer

category, and for these some examples of questions are provided. In a later

work, Hermjakob [56] describes their intentions of migrating from manually

defined rules to automatically learned ones, but there is no further evidence

that this work ever took place.

Li and Roth [73] created a dataset of 5,500 factoid questions annotated

with the EAT. They use a machine-learning approach and achieved over 90%

accuracy in the automatic classification. Similar results have been found by

Zhang and Lee [174] when using a system based on support vector ma-

chine trained over the Li and Roth [73] dataset. We also demonstrated

in [110, 171, 172] that question classification can be performed reasonably

well using simple machine-learning techniques such as trie-based classifica-

tion and alignment-based learning. The trie-based classifier is detailed in

Chapter 3.

41



CHAPTER 2. LITERATURE REVIEW

The Li and Roth [73] dataset was augmented with the TREC 2001-2006

questions and some new question types by Shen et al. [135], who use a naïve

Bayes classifier to find the EAT of questions.

Paşca and Harabagiu [106] note that question stems like who, where and

what can be highly ambiguous, and that some systems implement rules for

establishing a relation between question stems and the entity type of the an-

swer. The QA system from Na et al. [101] uses question patterns supported

by WordNet [38] to define the EAT of a query. The experiments from Paşca

and Harabagiu [106] show that the use of a large semantic database can help

to achieve high quality precision over ambiguous question stems for finding

the question’s EAT.

Moldovan et al [92] describe a hybrid approach to EAT classification

that combines precise heuristics and machine-learning algorithms. A hybrid

approach using manually encoded rules and an automatic classifier based on

lexical, syntactic and semantic features is also used by Schlaefer et al. [131].

2.2.3.2 Information Retrieval and Passage Retrieval

In most QA systems, the IR stage follows the question analysis stage. IR

reduces the corpus to a smaller number of documents that are likely to

contain the answer to a question. In QA, this is necessary because the

answer extraction phase is normally the most costly phase and reducing the

amount of information that needs to be processed is paramount. Because

the answer extraction component only considers the documents given by the

IR system, errors in the retrieval phase can seriously compromise the final

QA results. Thus IR is a critical process of the QA pipeline.

Despite the importance of the IR phase, most QA systems regard IR

tools as black boxes, such that most work is performed on either the input

(query) or the output (documents). The following list shows some IR tools

and QA systems that use them.

• IR tools built using the Lemur Toolkit7, such as the Indri Search En-

7http://www.lemurproject.org
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gine [138] are used by Alyssa of Shen et al. [135], Ephyra of Schlaefer

et al. [131], Pronto of Bos et al. [11].

• The Lucene Search Engine Library8 is used by Katz et al. [68], Green-

wood [51], Razmara et al. [118], QuaLiM of Kaisser [64], Saxena et

al. [129], Neumann and Sacaleanu [103].

• The Xapian Search Engine Library9 is used by de Pablo-Sánchez et al.

[33], Whittaker et al. [166], AnswerFinder (AF) of van Zaanen et al.

[170], Tomás et al. [149].

• Okapi [122] is used by Roberts and Gaizauskas [119], and Elworthy [36].

• A modified version of SMART [126] is used by Abney et al. [1].

• Web Search Engines (Yahoo!, Google, etc) are used by: Ephyra of

Schlaefer et al. [131], Tomás et al. [149], Aranea of Lin [76], Brill

et al. [16], besides other specific web QA tools such as MetaQA of

Pizzato and Mollá [111], START of Katz et al. [69], AnswerBus of

Zheng [175], LAMP of Zhang and Lee [173], MULDER of Kwok et al.

[72].

Lucene is also used in the work of Tiedemann [146], who explores this

search tool in a manner beyond a black box. In his work, different layers

of linguistic information are added to the IR tool, which are later combined

to extract text passages with the assistance of weights defined by a genetic

algorithm. This work will be further discussed in Section 2.4.1.1.

Because QA requires answers that consist of only a few words, reducing

the size of the retrieved document set even further is common practice in

QA systems. This reduction normally takes place as passage retrieval, which

is the task of finding the document parts that will answer the questions at

hand.
8http://lucene.apache.org
9http://www.xapian.org

43

http://lucene.apache.org
http://www.xapian.org


CHAPTER 2. LITERATURE REVIEW

Some comparative research has been carried out with passage retrieval

and QA. Clarke and Terra [26] point out that full document retrieval may

be desirable for QA since it yields higher precision. However, Clarke and

Terra [26] have not compared the impact of document retrieval and passage

retrieval on a working QA system, which could suggest contradictory results

since documents are likely to be noisier than passages in regards to finding

an answer to a question. Roberts and Gaizauskas [119] evaluate different

approaches of passage retrieval for QA. In their study, better results are

obtained when the passage retrieval engine retrieves a full document and

further breaks the document into passages.

Monz [97] defined the minimal span weighting scheme that gives prefer-

ence to small passages that contain a large number of query words. Improve-

ments over standard passage retrieval methods are also achieved by Usunier

et al. [151]. The authors apply the RankBoost machine-learning algorithm

over the results of a conventional passage retrieval engine, improving the

rank of passages that might contain answers to questions.

Moldovan et al. [94] compare the Boolean model and the vector space

model for document retrieval in a QA system, and have found the Boolean

model to be more effective. Moldovan et al. [94] argue that the occur-

rence of many query terms is a better relevance indicator than the multiple

occurrences of a single query term.

The system of Paşca and Harabagiu [106] employs a Boolean IR engine for

finding paragraphs that may contain the answer. In order to have a certain

required number of paragraphs, keywords are dropped from the search engine

query when the search is too restrictive and others keywords are added to

the query when too many paragraphs are found.

2.2.3.3 Answer Extraction

In the QA task, after finding the best documents for answering a question,

it is important to identify its potential answer. The answer extraction com-

ponent of a QA system focuses on pinpointing the location of a probable
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answer for a certain question. Some earlier QA systems and some web QA

systems such as AnswerBus10 developed by Zheng [175] and QuaLiM11 of

Kaisser [64] focus on providing a snippet of text that can answer a question.

Even though an exact answer string may not always be the optimal answer

from the user’s point of view [65], most current systems focus on deliver-

ing short and exact answers. This is likely to be inspired by the stronger

constraints set in the recent QA competitions (see Section 2.2.1).

The answer extraction phase in QA is where most distinctions among

systems are found. Nevertheless, most QA systems in NIST competitions

include some kind of named-entity component in their systems (e.g. [94, 95,

173]). This is perhaps due to the large amount of factoid and list questions,

which normally require a named entity as the answer. Razmara et al. [118]

uses a modification of Aranea [76], which includes the use of a named-entity

recogniser and gazetteers to identify known named entities. Saxena et al.

[129] uses a standard approach to answer extraction, which includes the

use of named-entity recognition and surface pattern matching. They also

use evidence from WordNet semantic classes and from Wikipedia12 to rank

possible answers.

Besides named-entity recognition, other NLP techniques are also used in

the answer extraction phase of the QA process. For instance, part-of-speech

and grammatical relations are also used in the system of Buchholz [17],

where if a similar question representation is found in the corpus, the chunk

of text that matches a special marker is considered as a possible answer.

Other systems that perform syntactic dependency matching include Cui et

al. [28], and Shen and Klakow [133]. The logic prover COGEX [91] is the

decisive tool used by Moldovan et al. [93] when deciding whether an answer

candidate will be selected as the final answer for a question.

Some of the top-scoring systems in the latest TREC competitions have

used some type of semantic matching of relations between predicates and

10http://www.answerbus.com
11http://demos.inf.ed.ac.uk:8080/qualim
12http://www.wikipedia.org
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arguments. Schlaefer et al. [131] uses ASSERT [115] as their Semantic

Role Labelling (SRL) tool for their answer extraction process. However,

because SRL is a time-intensive task, they apply a series of heuristics, which

includes the presence of named entity of the EAT (if known), to decide on

the sentences that are going to be processed. This process re-ranks passages

according to their predicate similarity, which is calculated using the similarity

of verbs and arguments via an extended version of the Jaccard coefficient [61].

After the re-ranking is done, Schlaefer et al. [131] extract the answer based

on the presence of the named-entity class from the EAT (if known), or on

the existence of an argument in the answer string whose role is missing in

the question representation.

Shen et al. [135] view answer extraction as a graph-matching problem

where candidate answers are ranked by the similarity between the semantic

structures of the candidate answer and questions.

Another QA system that makes use of SRL is the CHAUCER-2 system

by the Language Computer Corporation [57]. They use an extensive combi-

nation of resources and techniques, including a specialised IR component.

2.2.4 Question Answering and Linguistic Resources

The importance of NLP techniques in QA is demonstrated by Moldovan et al.

[94], who show that if no NLP techniques are used in the answer-extraction

process, a very low precision (0.028) is obtained. By incrementally adding

NLP modules, the precision raises gradually and substantially (up to 0.572).

According to Moldovan et al. [94], the overall performance of a QA system

is directly related to the depth of the NLP resources. They also state that

today’s QA systems perform better when relevant passages and candidate

answers are clearly defined.

Some systems rely on linguistics resources such as WordNet to improve

the QA task. Harabagiu and Moldovan [53] uses WordNet and an online

dictionary as their system knowledge base. In further work by Paşca and

Harabagiu [106] and Harabagiu et al. [54], WordNet is used to assign the
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EAT category. Their system matches questions’ keywords with WordNet

synsets, and by finding dependencies between synsets, derives an EAT from

it. WordNet is also used to support manually defined patters for answer

extraction in Na et al. [101].

WordNet, despite its large size and wide use, only contains a small per-

centage of proper nouns. According to Mann [85], because there is no ontol-

ogy for proper nouns with similar coverage as nouns in WordNet, most QA

systems rely on named-entity recognisers to identify proper nouns. Mann [85]

presents a limited ontology of proper nouns, built from approximately 1 GB

of news texts. The ontology is constructed by searching for instances of a

common noun followed by a proper noun. Mann [85] separates each descrip-

tion and its proper noun in its own synset. This approach, even with the

drawback of not considering polysemous words and complex noun construc-

tions, has obtained several times more named entities on specific ontology

branches (like lead singers, folk singers, or even singers in general) than

WordNet has. Mann [85] is able to improve recall and to slightly decrease

precision of QA using the proposed ontology.

Perhaps the most common use of the WordNet, and other semantic

databases, is through a technique called query expansion. This technique,

according to Strzalkowski et al. [140], modifies an IR query to better re-

semble the documents it is expected to retrieve. This can be seen in the

work of Kwok et al. [72] where WordNet is used to modify the question in

order to obtain the right keywords to be used in a search engine for a certain

question. However, the use of such resources may not necessarily reduce the

terminology gap between question and documents as shown by van der Plas

and Tiedemann [152].

Some NLP tools, such as grammatical parsers and Part-of-Speech (POS)

taggers, are broadly used in all QA applications. Shapaqa [17] determines

grammatical relations in the questions and tries to match them with gram-

matical relations (with the same keywords) in the documents. Hovy et al.

[59] presented a system at the TREC-9 QA track that matches parse trees
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from document’s segments and questions. According to the authors, the

challenge of this approach is to perform the task fast enough to be practical

in large collections of text. The QA system developed by Mollá [95] matches

questions and answers by measuring the overlap of words, grammatical re-

lations and minimal logical forms of questions and document’s sentences.

In his study, the Connexor Functional Dependency Grammar Parser from

Connexor Oy13 is used along with the LaSIE named-entity recogniser of the

GATE system14.

Scott and Gaizauskas [132] also use the LaSIE system (by the GATE

interface) for NLP. For the text analysis, the following modules are used:

Tokeniser; Gazetteer Lookup; Sentence Splitter; Brill Tagger [15]; Tagged

Morph; buChart Parser [60]; Name Matcher; and Discourse Interpreter. 15

The QA system developed by Elworthy [36] matches questions with an-

swers by extracting the document syntactic nodes that are associated with

the logical forms of the question, and removing the extra words of the answer

when they do not fit into the TREC-9 format.

2.3 Information Retrieval for Question Answering

Most of today’s QA systems access the WWW only by way of an IR engine.

According to Roberts and Gaizauskas [119], the reason for using IR engines

in QA tasks is that IR is far less time consuming than most NLP techniques.

In this section, we will examine work that looks deeper into the IR problem

and develops custom solutions for their IR modules. We will first look into

offline QA, which is the task of finding answers to questions while processing

the corpus for the QA task. Similar to the IR task, answers to pre-defined

question patterns are stored using an efficient data structure so that they

can be quickly retrieved when the corresponding question is asked.

13http://www.connexor.com
14http://gate.ac.uk
15Projects seeking to use GATE will find that the information extraction module LaSIE

was replaced by ANNIE and that the buChart parser is called SUPPLE parser from Gate

version 3.1.
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2.3.1 Information Retrieval as Offline Question Answering

According to Fleischman et al. [40], IR techniques are too slow when con-

sidering the exactness required for QA systems. The authors are referring

to the access time of supporting information from external sources, such as

Wikipedia and Google; this problem is also found by Kaisser [64]. As an

alternative to IR, Fleischman et al. [40] propose the use of a custom built

large repository of information to quickly and precisely answer some spe-

cific question types. To build such representations, Fleischman et al. use a

machine-learning classifier based on manually defined features, and obtain

improvements over the state-of-the-art in regards to who questions.

Jijkoun et al. [62] address the low recall problem of surface pattern meth-

ods of offline QA such as Fleischman et al. [40], by using dependency parsing

to extract information between entities that are not necessary adjacent in

the surface level. In order to build look-up tables containing information

about named-entities, Bouma et al [12] combine anaphora resolution with

syntactic relations to expand the coverage of the relations extracted.

In web QA, Lin [74] calls the construction of databases as the federated

approach to QA; one such systems is START16, which is the first known QA

system available on the web. According to Katz et al. [69], the START sys-

tem translates natural language questions into structured queries that are

submitted to a common interface to multiple web knowledge bases. This

common interface is denominated as Omnibase. The START system trans-

forms questions into object-property-type queries to be used over a spe-

cialised WWW database. For example, if a question is asked about a movie,

a query is sent to the IMDb web site17. The answer for the movie question is

then extracted from the already known IMDb format. According to Lin [74],

the system is capable of answering 27% of TREC-9 and 47% of TREC 2001

questions using 10 WWW data sources.

In further work, Katz et al. [70] combined web-based and corpus-based

16http://start.csail.mit.edu
17http://www.imdb.com
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techniques for their participation in the TREC 2003 QA track. Factoid ques-

tions are answered by a similar method described by Katz et al. [69], while

list questions employ a traditional QA pipeline architecture. In Katz et al.

[70], the AQUAINT corpus is processed offline for answering definition ques-

tions. For every article, pattern-matching techniques extract information

nuggets that fill a relational database. Once the database is completed, the

process of answering definition type questions is performed by a database

lookup.

The offline creation of fact databases can be very precise for specific and

pre-defined question types. However, in order to cover a higher range of

question types, QA still needs to incorporate IR processes. As mentioned in

Section 2.2.3.2, many QA systems use off-the-shelf IR tools as a black box,

and most IR modifications are either on the input as query modifications, or

on the output as passage retrieval.

2.3.2 Query Modification

Radev et al. [117] assume the existence of one single IR query that will re-

trieve the best set of documents containing the answer for a certain question.

In their study, in order to find the best query for a question, they present an

algorithm based on expectation maximization that gradually performs a set

of transformations on the original question.

Most QA systems rely heavily on IR engines; when the documents re-

turned by these engines do not entirely fit the requirements of the systems,

query expansion techniques are applied in order to relax or constrain the

IR query. Paşca and Harabagiu [106] use query expansion based on lexi-

cal, semantic and morphological alterations for generating a wider retrieval

set when the initial set of results does not provide the required number of

paragraphs.

The work of Bilotti at al. [9] examines whether stemming or query expan-

sion would lead to better results in QA. Their results indicate that stemming

gives lower recall, while query expansion using morphological variations of
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the query words gives higher recall in comparison to a non-stemming base-

line. They also show that adjusting the weights of the expansion terms

improves recall even further.

2.3.3 Information Retrieval Models for Question Answering

A comparison between Boolean and vector space retrieval methods were car-

ried out by Moldovan et al. [94]. The authors show that vector space meth-

ods are not necessarily better than the Boolean model, in particular when

the vector space model prioritise documents containing several instances of

the same term over few instances of different terms.

The conclusion that Boolean models perform well for the QA task is

also made by Tellex et al. [144]. They perform a comparative evaluation

of passage retrieval models, which shows that density-based measures are

important for QA. Density-based scoring means that passages that contain

terms closer together will rank higher than a passage where terms are far

apart.

Simple models of retrieval can also perform well for QA. Chang et al.

[23] compare different retrieval methods such as passage size granularity and

they decide on retrieving passages of the size of single sentences by splitting

documents into sentences and indexing these sentences separately using a

vector space model. Evidence for the effectiveness of single sentence retrieval

is also found by White and Sutcliffe [165], who state that nearly 90% of the

answers of their test questions are supported by single sentences.

Monz [98] defines a retrieval ranking model called minimal span weighting

that considers the distance between terms in a document, where this informa-

tion is used to vary the passage size returned to the QA system. Documents

that contain small passages with most query words are more relevant than

documents where the query words appear distant to each other. Despite

having the assumption that the answers will appear within the boundaries

of the passage that contain the question words (which is not necessarily al-

ways the case), it shows slight improvements over the standard Okapi [120]
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approach for passage retrieval.

Murdock and Croft [100] apply a translation model for the IR of a QA

system. The translation model calculates the probability of a question to

be generated by a translation of a certain language model, represented by

documents. Models that are more likely to be the source model of the trans-

lated question are ranked higher. Murdock and Croft [100] address the low

similarity between questions and documents by finding terms with similar

meanings.

2.3.4 Evaluation Metrics

In the context of IR for QA, retrieval sets are evaluated at cut-off points,

which are normally specified by the suffix @n in the evaluation metric. This

helps to define how many documents the QA system will request from its IR

component when processing questions.

Precision is the proportion of the retrieved documents that are relevant

to a certain information need. This translates to QA as the percentage of

documents, from all the retrieved ones, that can answer a question. Using a

collection of documents and question sets, the average precision at point n

(p@n) is the average of the precision of all the individual questions, where

precision is the total number of relevant documents divided by the total

number of retrieved documents. This differs from MAP (Equation 2.6 on

page 33) because p@n has a maximum number of documents (n) for every

retrieved set, where MAP considers the whole retrieved set.

For every question qi in a collection of questions Q, a set of documents

dj can be retrieved and a set of relevant documents can be defined. Since

we are evaluating at a cutoff point, the size of both sets cannot be larger

than this point, defined as n. Precision p@n in this configuration is defined

in Equation (2.9):

p@n =
1

|Q|
×

|Q|
∑

i=1

{

|Relevant(qi) ∧ Retrieved(qi, n)|

|Retrieved(qi, n)|

}

(2.9)
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Where Q is a set of questions, Relevant(qj) is the set of documents that

are relevant for a question qj , and Retrieved(qj , n) is the set of documents

retrieved for a question qj with a maximum size of n.

Roberts and Gaizauskas [119] propose coverage and redundancy to eval-

uate retrieval sets for the QA task as a more meaningful measure than pre-

cision and recall. Coverage and redundancy have the advantage of providing

a better insight into the usefulness of certain retrieval sets for QA.

Coverage measures the number of questions that can be answered. Un-

like precision, which takes into account the number of relevant documents,

coverage evaluates the entire retrieval set on a per question basis based on

the existence of at least one document that contains a correct answer. This

means that a retrieval set containing a single relevant document will be con-

sidered just as likely to answer a question as a retrieval set with several

relevant documents. This metric is proposed to be used together with re-

dundancy, which gives the missing information about the number of relevant

documents retrieved.

Coverage (c@n), as defined in Equation (2.10), is the percentage of a

question set that can be potentially answered using the top-n documents.

c@n =
1

|Q|
×

|Q|
∑

i=1

f(qi) (2.10)

where f(qi) =











0, if Relevant(qi) ∧ Retrieved(qi, n) ≡ ∅

1, otherwise

As defined in Equation (2.11), redundancy (r@n) is the average number

of documents per question that can provide an answer among the top-n

documents retrieved.

r@n =
1

|Q|
×

|Q|
∑

i=1

{

|Relevant(qi) ∧ Retrieved(qi, n)|
}

(2.11)

Coverage and redundancy complement each other since the information

of each do not provide total insight of the performance of the IR system.
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High coverage is desirable since it indicates that the IR system is able to

produce at least one relevant document for most question sets. While this

is useful and important, high coverage with low redundancy may not be

optimal for some QA systems, for instance those that depend on receiving

several instances of the same answer.

Redundancy provides important information for evaluating the question

set; however, it does not provide more information to what precision already

delivers. The difference between the information that precision and redun-

dancy provide is subtle, as illustrated by the following example. Consider

that we are evaluating an IR system using p@100 and c@100, and the re-

trieval set of a single question contains 50 documents, of which all of them

are relevant. The precision for the retrieval set of this question is 100%, and

the redundancy measure is 50. However, because the number of documents

is smaller than the point of measurement (100), redundancy cannot be con-

verted into a precision measure by normalising its value to n. Despite these

differences, for cases of small value of n and a large collection of documents

using a retrieval model with a default disjunction operation, it is almost

certain that p@n is the same as r@n normalised by the value of n.

2.4 Related Work

2.4.1 Linguistically Motivated Retrieval for QA

This thesis proposes the use of linguistic information such as dependency re-

lations and semantic roles in the IR stages of a QA system; such information

can help create IR that is better suited for the QA task. Several examples

can be drawn to illustrate the usefulness of such methods; however, there

has been little published research that has been able to show any real impact

on end-to-end QA performance. One exception is the work of Cui et al. [29],

which reports improvements between 50% to 138% in MRR and over 95%

in p@1 using dependency relations over word density methods for passage

retrieval. According to Cui et al., the reason that IR techniques that use de-
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pendency relations do not significantly improve the density based models is

because they do not allow partial matches of relations; thus failing to identify

semantically similar but syntactically different structures. Cui et al. assume

that the dependency path between two words in a question is equivalent to

a path between the same two words in a sentence that are known to support

the answer to the question. Using this mapping of dependency paths, they

train two models to allow the mapping of unknown questions to sentences:

one model is based on mutual information and the other model is based

on expectation maximization. The evaluation shows that the difference of

results between the models is small, however both offer large improvements

over standard retrieval models.

The next sections highlight two studies in the area of IR with linguistic

information. First, we will describe the work of Tiedemann [145, 148], which

uses dependency relations, then we will describe the work of Bilotti et al.

[7, 10], which uses semantic roles.

2.4.1.1 Dependency Relations at the University of Groningen

Tiedemann (University of Groningen) proposes a strategy to include lin-

guistic information in IR, which has shown to be beneficial to the QA

task [145, 148]. Tiedemann [145] uses several index layers to encode dif-

ferent types of linguistic information; the Lucene search engine to perform

the IR task, and the Alpino parser [13] to extract linguistic information,

which includes dependency relations, parts of speech, named entities, and

the root form of words. This information forms the basis of several index

layers, or features [148]. The set of layers used by the author and some

examples of the layer contents are shown in Figure 2.5 (excerpt from [12,

page 28]). Because each of these layers can be used independently, with dif-

ferent weights of importance, the number of different system configurations

is extremely large and an automatic process to find the best parameters

is required. Tiedemann uses a genetic algorithm to find an optimal set of

parameters that improve the IR for QA with respect to MRR.
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layers for each word in each paragraph

text plain text tokens Het embargo tegen Irak werd ingesteld na de in-

val in Koeweit in 1990

root linguistic root forms het embargo tegen Irak word stel in na de inval

in Koeweit in 1990

RootPOS root + POS tag het/det embargo/noun tegen/prep Irak/name

word/verb stel_in/verb na/prep de/det in-

val/noun in/prep Koeweit/name in/prep

1990/noun

RootRel root + relation (to its

head)

het/det embargo/su tegen/mod Irak/obj1 word/

stel_in/vc na/mod de/det inval/obj1 in/mod

Koeweit/obj1 in/mod 1990/obj1

RootHead root (dependent) + root

(head)

het/embargo embargo/word tegen/embargo

Irak/tegen word/ stel_in/word na/stel_in

de/inval inval/na in/inval Koeweit/in in/inval

1990/in

RootRelHead dependent + relation +

head

het/det/embargo embargo/su/word te-

gen/mod/embargo Irak/obj1/tegen word//

stel_in/vc/word na/mod/stel_in de/det/inval

inval/obj1/na in/mod/inval Koeweit/obj1/in

in/mod/inval 1990/obj1/in

layers for selected words in each paragraph

compound compounds stel_in

ne named entities Irak Koeweit

neLOC location names Irak Koeweit

nePER person names

neORG organisation names

neTypes labels of named entities LOC LOC YEAR

Figure 2.5: Layer types used by Tiedemann (excerpt from [12, page 28])

In [148], Tiedemann experiments with different genetic algorithms. These

algorithms have shown different run time performances but produce query

settings with similar improvements. The genetic algorithms applied in this

work find distinct query configurations, which demonstrates that the genetic

algorithms converge to a local maximum instead of a global one. Tiedemann

observes that this is partially due to the low impact that changes in the

query parameters have in the actual retrieval performance.

The author uses MRR as a fitness function for the genetic algorithms,

which may be another reason for the difficulty to measure improvements.
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Even though MRR is an important metric in QA evaluation, it evaluates

a full retrieval set only on the basis of the first correct retrieved item; this

may not reflect the true usefulness of the retrieval set, in particular for QA

systems that rely on answer redundancy. Therefore, the local maximums

obtained in Tiedemann’s experiments might optimise the retrieval for most

questions in terms of MRR, but it does not necessarily maximise the number

of answer-bearing sentences in the retrieval set.

Tiedemann [145] notes that Lucene is used as a black box, because he

does not have knowledge about Lucene’s internal scoring mechanism and

how the output is influenced by changes in the input parameters. However,

it is understood that Lucene allows the definition of certain features as more

or less important and as required or not. In [145], the best combination of

parameters is found to be as the required presence of the root form of words

and the root form with part of speech in case of nouns, and high weights

for the original words, for the presence of an entity of the EAT, and for

the presence of the word in a subject relation. Further experiments in [148]

show that several query configurations are found, but no particular query

configurations are discussed. Bouma et al. [12] stress that improvements

in the retrieval component are not solely based on single word information,

but many features that are given high weights refer to the use of dependency

information.

Tiedemann has shown that when given the right parameters, the inclusion

of linguistic information can produce a retrieval set that closer resembles the

QA task than a baseline bag-of-words retrieval. The improvements due to

the linguistic information from Alpino are expected to be carried out to the

QA system, in particular in the case of Joost18, which makes heavy use of

Alpino in all its modules. However, there is no indication of the impact of

the improved IR in the final results of the QA system.

In this thesis, we report the measure of the effectiveness of using linguistic

18The QA system developed at Groningen University, where Tiedemann’s IR techniques

are applied [12].
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information, including dependency relations in a unweighted setup. The

importance of terms, their lexical, syntactic and semantic information is

defined simply by corpus statistics.

2.4.1.2 Semantic Roles at Carnegie Mellon University

Bilotti et al. from Carnegie Mellon University describe a method to retrieve

a high precision set of sentences based on the agreement between the verb

predicate-argument structures of the questions and their supporting sen-

tences [7, 10]. In Bilotti et al. [10], the authors detail a high recall IR model

that is a better fit for the QA task than the bag-of-words model. In Bilotti

and Nyberg [7], the authors evaluate this high precision IR technique by

itself and using a QA system.

In [10], the authors report that high recall is desirable for QA, while

in [7] the main objective is precision. The reason for this change of focus

is not made clear. However, one of the claims of [10] is that better recall

in retrieval sets can yield improvements in efficiency of QA systems, which

is demonstrated by assuming that QA systems have a desired recall value

and measuring the number of sentences that need to be processed at that

level. Despite this claim, the setup for the QA experiments in [7] uses the

same number of sentences for both the bag-of-words retrieval and the verb

predicate-argument structure retrieval. Because the number of used sen-

tences is fixed, precision better reflects what is being represented; this is

particularly true in cases when the total number of relevant sentences is not

known.

Bilotti et al. [10] demonstrate that the use of PropBank-style semantic

roles [107] can improve the sentence retrieval in terms of recall and precision

for the QA task. A similar evaluation presented in [7] yields similar results;

however, an evaluation using the enhanced retrieval set in a working QA sys-

tem (OpenEphyra19 from Schlaefer et al. [131]) fails to show improvements

over the bag-of-words baseline.

19Available at http://www.ephyra.info

58

http://www.ephyra.info


2.4. RELATED WORK

MAP Accuracy MRR

Existing 0.3234 0.1099 0.2080

High-Precision 0.5487 0.1319 0.2020

Table 2.2: Results reported by Bilotti and Nyberg [7, Table 1]

In [10], the authors find that the improvement in sentence retrieval using

semantic roles is more salient when the predicate-argument structure of the

sentence is complex; therefore, structures that contain many predicate and

many arguments are more likely to take advantage of the semantic annota-

tion.

The study in [7] does not find a correlation between retrieval performance

and QA results. The authors report that a significant improvement for the

retrieval set in MAP does not lead to significant improvements in QA (in

terms of accuracy20 and MRR). Table 2.2 shows the results that have been

reported by the authors. Bilotti and Nyberg conclude that QA systems

need greater coordination between the IR and answer extraction modules

for improvements to have an impact on the final QA results.

Bilotti and Nyberg [7] share our view that the IR components of QA

have historically been treated as a black box in the overall QA framework,

and that these components require larger integration into QA to be able

to contribute towards the overall QA performance. In a pipeline setup, as

commonly employed by QA systems, the errors of each module will be carried

through and contribute to the failures in the system; the authors contest the

assumption that improvements in such modules will lead to improvements

in QA. However, we believe as reported in Pizzato et al. [112] that the

standard metrics of evaluation of IR systems do not take into account all

factors that influence QA results. The presence of an answer string and

supporting evidence for an answer is not enough to characterise its extraction

by an QA system. Therefore, we are aligned with the view that IR and

20The proportion of questions which the first answer returned by the QA system is

correct.
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answer extraction modules must have better ties for the improvements in IR

to be felt in the extraction module. Bilotti and Nyberg specify this stronger

connection as bidirectional by stating that the IR must understand what the

answer extraction component can and cannot extract as an answer; and the

answer extraction module must keep up with the IR technology. However,

the latter assumes that answer extraction is still a underdeveloped research

area, which is not necessarily the case, particularly in advanced QA systems.

Bilotti et al. [10] claim that the quality of annotation influences the

quality of the retrieval. The experiments show slightly worse results for

the retrieval of sentences using imperfect annotations than when using gold

standard annotations. However, we believe that there is a problem with the

methodology because the results are not directly comparable, thus rendering

their claim unsupported. The evaluation regarding the impact of the quality

of the annotation in the retrieval performance use the same corpus in its gold

standard annotation (PropBank [107]) and in its ASSERT [115] annotation,

which is reported as 88.8% accurate. Because of the lack of questions and

judgement set of sentences for the corpus used, the authors have automati-

cally created a set of questions and judgements using the argument structure

of the semantic roles. Different questions are generated for every sentence

in the corpus: one question for each argument that will be omitted in the

question and can be considered as an answer to it, plus one question asking

for the confirmation of the whole information. The example of Figure 2.6,

extracted from [10], illustrates these types of questions.

The authors have discarded all questions that appear only once, and us-

ing the sentences that created those questions as supporting sentences as the

Original Judgements. They have also created a subset called Reduced Judge-

ments, which contains the Original Judgements stripped of sentences that

ASSERT could not correctly annotate. The Reduced Judgements are used

to evaluate the relevance of sentences retrieved using the imperfect corpus

of ASSERT annotation. Its construction is justified because the QA that

will use such sentences will not be able to extract the answer from sentences
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Sentence: [arg0 Dow Jones] [pred publishes ] [arg1 The Wall Street Jour-

nal, Barron’s magazine, other periodicals and community

newspapers]

Questions: • [arg1 What] does [arg0 Dow Jones] [pred publish]?

• [arg0 Who] [pred publishes] [arg1 The Wall Street Jour-

nal, Barron’s magazine, other periodicals and community

newspapers]?

• Does [arg0 Dow Jones] [pred publish] [arg1 The Wall Street

Journal, Barron’s magazine, other periodicals and commu-

nity newspapers]?

Figure 2.6: Questions automatically generated from a semantic role struc-

ture [7]

that do not have correct annotations. Therefore, the authors conclude that

those sentences are not relevant. However, the definition of relevance must

be global across different experiments for the results to be directly compa-

rable. The reported difference between the gold standard and the degraded

retrieval is not only minute, but may also be due to the usage of the reduced

set of relevance judgements for the degraded retrieval experiment.

In this thesis, we propose a semantic annotation scheme, which is sim-

pler and less precise than the current annotation tools that are based on

PropBank-style semantic roles. We demonstrate the usefulness of such struc-

tures in IR and QA, even though the quality of the annotation is far from

optimal.

2.4.2 Semantic Role Labelling

According to [87], SRL deals with sentence-level semantics, which is con-

cerned with determining who did what to whom, where, when and how. The

SRL task automatically defines the semantic relation among a predicate

and their associated participant and properties, where the relations are pre-

defined by a list of semantic roles, such as Agent, Patient, Location, and
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[Cook Matilde] fried [Food the catfish] [Heating_instrument in a heavy iron skillet].

Figure 2.7: Example of a sentence in FrameNet [123, page 5]

[arg0 Matilde] [rel fried] [arg1 the catfish] [arg2 in a heavy iron skillet].

Figure 2.8: Example of a sentence as represented by PropBank

Manner.

The construction of SRL was facilitated in recent years because of the

availability of corpora annotated with this type of information. SRL repre-

sents the relations between a predicate and their arguments. The way SRL

represents these relations varies according to which standard is used. Some

studies, such as the Berkeley FrameNet Project [5] are based on the frame se-

mantic theory by Fillmore [39]. In this study, the roles of each predicate are

defined based on the type of semantic frame. For instance, Figure 2.7 shows

an example sentence for the semantic frame Apply_heat, which contains some

specific semantic roles, such as Cook, Food, and Heating_instrument.

Gildea and Jurafsky [48] describe the first SRL tool, which is based on

the FrameNet corpus. Their system performs well using the known frames of

FrameNet; however, precision significantly worsens when dealing with unseen

semantic frames. Because a complete set of semantic frames is difficult or

even perhaps impossible to obtain, a corpus such as FrameNet is difficult

to scale up for larger needs, and it has been of limited use for more general

tasks.

Semantic frames are not used in PropBank [107], a corpus which uses

relations between predicate and arguments without properly specifying the

nature of the relation. Semantic roles are generalised by a numbering con-

vention where the numbers should be the same for similar roles of the same

predicate. For instance, argument label 0 (arg0 ) represents the agent of an

action, and argument label 1 (arg1 ) represents the patient or the theme of the

predicate. Figure 2.8 is an example of a possible PropBank representation

of the sentence of Figure 2.7.
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PropBank was manually annotated according to the PropBank Marking

Guidelines [3]. The guidelines represent an effort to build a consistent set

of relations; however, a closer look at the corpus shows that consistency

is a hard task to achieve, particularly with the vaguely defined arguments

number 3 onwards. For those cases, the inclusion of a function tag21 proved

to be useful.

PropBank provides the basis for many SRL tools [71, 142]. Even though

these tools have proven to be quite accurate, they still demand a computa-

tional power that is not yet available to most research groups when work-

ing with large corpora. In our experience when using a SRL tool such as

SwiRL [142], the annotation of a 3 GB corpus such as the AQUAINT [50]

can take a few years of computational power22.

In order to efficiently process a corpus with semantic relations, we have

developed an alternative annotation strategy based on word-to-word rela-

tions instead of noun phrase-to-predicate relations. A similar approach us-

ing semantic relation triples is taken by Litkowski [77, 78, 79, 80] in his QA

system. The next section focuses on this work from Litkowski.

2.4.2.1 Semantic Triples at CL Research

Litkowski’s participation in the TREC QA track from 1999 to 2002 (TREC-8

to TREC 2002) involved the creation of semantic triples from sentences and

questions, and the alignment between sentence triples and question triples to

find the answer for the questions. A database is populated by the semantic

triples generated from the top-n documents23 provided by NIST. The QA

process involves creating semantic triples for questions and searching the

database for the same triples and for an element that matches an unbound

variable in the question’s semantic triple.

21A function tag is information attached to the arguments that represents relations such

as negation, location, time and direction.
22Intel(R) Pentium(R) 4 HT 2.80GHz with 2.0 GB RAM
23Litkowski uses the top-10 or top-20 documents depending on the year and the task.

The number of documents seems to be arbitrary.
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[Matilde SUBJ fried] [the catfish OBJ fried] [a heavy iron skillet IN fried].

Figure 2.9: Sentence of Figure 2.7 as semantic relation triples of

Litkowski [77]

The semantic relation triples use surrogate terms to represent the seman-

tic roles such as SUBJ, OBJ, TIME, NUM, ADJMOD and the prepositions

heading prepositional phrases. Figure 2.9 demonstrates the representation

of the sentence of Figure 2.7 as Litkowski’s semantic relation triples. Triples

involving appositive phrases are added in Litkowski’s TREC-9 participa-

tion [78].

In [78] improvements are added to answer specific types of questions such

as Where questions. The matching rules for the question types are manually

adjusted with the knowledge previously acquired in TREC-8 [77]. These

handcrafted heuristics, which are based on syntactic clues, have been proven

to be able to create semantic triples to match a question to its answer. We

believe that these handcrafted heuristic can be augmented by automatically

acquired rules. This thesis studies whether an automatic method to generate

semantic triples can be used to populate an entire IR database for a large set

of documents. This database of semantic triples should be able to provide

documents that are more likely to contain answers to questions than the

standard linguistically uninformed method.

2.4.3 Structured Retrieval

As discussed previously, researchers have achieved varying level of success

with applying linguistic information to search engines [7, 140, 146]. It is

hard to establish a direct comparison between the approaches because exper-

imental setups differ considerably in terms of corpora, NLP tools, linguistic

information, indexing and retrieval strategies.

An intuitive approach towards encoding linguistic information is through

modifications in the dictionary structure [2, 140, 146]. The dictionary mod-

ification approach is appealing because it is easy to implement with existing
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off-the-shelf tools. This is also applicable to XML retrieval systems that

modify existing IR tools, such as the JuruXML system by Mass et al. [88].

We have also experimented with such an approach, however we noticed that

it does not scale well, leading to poor overall speed performance. The main

reason for the poor performance is the increase of the vocabulary size, which

forces the data structure, which is normally maintained in main memory,

to use disk storage. As the size of the vocabulary increases, the average of

posting items per vocabulary item decreases. This causes a large number

of terms in the dictionary to point to single items in the posting list, which

leads to a posting list that is inefficient and difficult to compress.

Bilotti et al. [8, 10] specify a retrieval methodology for semantic roles

using XML with the Indri Search Engine [138]. The literature on the function

and architecture of Indri does not clearly address the way that the XML

information is encoded; an early publication on Indri’s field-indexing feature

specifies that different inverted files are built for each field type [90]. It is

also noted that the method is extended to include hierarchical overlapping

fields in [105], but it does not make a clear description of the data structures

used.

Our work, which will be described in Chapter 4, adopts a related ap-

proach to the work of Fuhr and Gövert [43, 44] and to the work of Carmel

et al. [21], which we will describe next.

2.4.3.1 Index Representation at the University of Dortmund

Fuhr and Gövert from the University of Dortmund describe an inverted file

approach that encodes structured information from XML files with minimal

redundancy [44]. They call this method the PIL approach (path in inverted

lists). In PIL, every posting item contains all the information regarding its

XML context, which includes the complete XML path and the indices to

the XML structure. The posting list of the PIL approach is made of the

following items:

• posting list, which contains a list of document entries ;
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< 34 3

< 4 <book chapter section #PCDATA> <1 1 1 1> <1 3 1 1> >

< 6 <book chapter section list item #PCDATA> <1 1 1 1 1 1> <1 3 1 2 1 1> >

< 6 <book chapter section list item #PCDATA> <1 1 1 1 2 1> <1 3 1 2 2 1> >

>

< 40 2

< 4 <book chapter section #PCDATA> <1 2 1 1> <1 4 1 1> >

< 4 <book chapter section #PCDATA> <1 2 2 1> <1 4 2 1> >

>

Figure 2.10: The posting list of the PIL approach (excerpt from [44, page

4])

• document entry, which contains a document id, a number of occur-

rences, and a list of occurrences ; and

• occurrence, which contains a path length, a list of XML elements, a list

of elements indices, list of elements sequences, and an optional weight.

The authors demonstrate the usage of the PIL approach using a book

structure and the example of a term that occur in two documents (34 and

40). The example shown in Figure 2.10 (excerpt from [44, page 4]) uses

brackets and spacing to help identify the items of the previous list.

A straightforward implementation of PIL would require vast amounts of

disk space; hence, some strategies are applied to compress the inverted list.

Fuhr and Gövert’s approach focuses on reducing redundant structures, such

as repetitions in the lists contained in occurrences. The specific details of

these lists are not important for our understanding, what is important to

note is that path length, which controls the amount of items in these lists,

can be modified to encode only the changes in the structure. This leads to

much smaller structures, since all lists will be reduced in size and the posting

list will not encode redundant information.

Our indexing method to be presented in Chapter 4 adopts a similar ap-

proach to the compressed version of PIL, which only encodes the changes in

the structure for the different post of the same item. Unlike XML retrieval,

our method is optimised to work with fixed structures specified by linguis-
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tic relations, therefore we can achieve higher inverted file compression, and

better indexing and retrieval speeds.

2.4.3.2 Vector Space Extension at IBM Research Lab and Haifa

University, Israel

Carmel et al. from the IBM Research Lab and Haifa University in Israel

propose a retrieval model for XML that allows partial matches and ranked

retrieval with the use of XML fragments [21, 22]. They propose an extension

to the vector space model where the dimensions of the document and query

vectors are not restricted to terms only. The dimensions are made of pairs

in the form of (ti, ci) where ti is a term and ci is the context of this term. In

our work, to be described in Chapter 4, we also propose an extension to the

vector space model that works with different dimensions beyond terms.

Unlike data-centric XML retrieval24, Carmel et al. allow inexact matches

between contexts for terms. They propose the use of a vector space model

that expresses context resemblance, which defines whether a certain context

cj is similar to a context ck. Context resemblance cr(cj , ck) is a measure

between 0 and 1, which is only defined as 1 when cj = ck.

The value for the context resemblance is calculated from a combination of

criteria including the Longest Common Subsequence (LCS), average position

of the optimal match between the two contexts, LCS with minimum gaps

between contexts, and length difference. All calculations are normalised and

given arbitrary weights. More importantly, the value computed for context

resemblance is used to calculate the relevance ρ(D, Q) of a document D to

a query Q in an augmented vector space model as shown in Equation 2.12:

ρ(Q, A) =

∑

(ti,ci)∈Q

∑

(ti,ck)∈D WQ(ti, ci) ∗ WD(ti, ck) ∗ cr(ci, ck)

|Q| ∗ |D|
(2.12)

24XML is defined as data-centric when the structure and attribute data is predominant

over textual data. Search in this context is similar to how queries are executed in relational

databases. RDF triple retrieval [167] is an example of a predominant data-centric retrieval

task.
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Where WQ(ti, ci) is the weight of the pair (ti, ci) in query Q, and WD(ti, ck)

is the similar measure for document D.

2.5 Concluding Remarks

In this chapter, we have presented the required background information to

enable a sound comprehension of the rest of this thesis. We introduced

an initial concept of IR with the vector space model and the evaluation

metrics. We also discussed QA and how it has evolved in recent years. We

have presented the QA framework and how researchers have addressed some

specific problems. One of these problems is IR for QA, which tries to find

an optimal way to reduce the number of textual instances that contain the

answer to the question.

The last part of this chapter involved the analysis of some studies that

are directly related to our research for the development of this thesis. Our

thesis is a reflection and a continuation of the work of these researchers. The

work by Tiedemann [146] includes several types of language information in

the IR of a QA system; they have shown improvements in IR using QA

metrics, which does not necessarily mean that the improvements will flow on

to the final QA results. For example, Bilotti and Nyberg [7] apply semantic

role information in the IR stages of a QA system to create a high precision

retrieval set, however these improvements did not produce a significantly

positive impact to the overall QA results.

Despite the discouraging results of Bilotti and Nyberg [7], it is too early

to conclude that better QA cannot be obtained by enhancing IR. We believe

that improvements can be achieved in the QA pipeline with improvements in

IR. Our experiments are based on a semantic annotation that is simpler, and

because it is quicker to create than SRL, it is better suited to the IR require-

ments. Our semantic annotation follows on from the work of Litkowski [77].

Litkowski proposes a semantic model based on dependency relations that is

used as the main component for extraction answers in his QA system. In

our work, we propose an IR model that is able to represent a wide range
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of linguistic relations. These linguistic relations are used similarly to how

context is used by Carmel et al. [21, 22] to create a modified vector space

ranking that considers dimensions not limited to terms. Our indexing strat-

egy is similar to that proposed by Fuhr and Gövert [43], who describe an

indexing method for structured documents.
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3
Pseudo-Relevance Feedback Based on

Expected Answer Type

Probabilistic IR, as described in Section 2.1.1, estimates the probability of

relevance of documents with respect to an information need expressed by a

user-provided set of keywords. The estimation of these probabilities is often

assisted by the information contained within documents that are known to

be relevant for each specific query. The technique of informing the IR system

which documents or information are relevant to a specific query is known as

relevance feedback. Relevance feedback techniques have been used for many

years, and they have been shown to improve most probabilistic models of

IR [124].

Relevance feedback is considered to be pseudo (or blind) relevance feed-

back when there is an assumption that the top documents retrieved have

a higher precision and that their terms represent the topic expected to be

retrieved. In other words, it is assumed that the documents at the top of the

retrieval list are relevant to the query, and information from these documents

is extracted to generate a new retrieval set.

Factoid questions such as “Who is the president of Brazil?” and “What is

the capital of Brazil?” require named entities as their answers. In this chap-

ter, we explore this characteristic of factoid questions and study whether the

presence of named entities are a good indication of relevance in retrieved
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documents. We describe an experiment that uses a pseudo-relevance feed-

back technique that uses named entities as an indication of relevance applied

over a probabilistic IR system to try to improve QA performance. We as-

sume that documents that address the correct topic but do not contain any

named entities of the expected answer class would have a low probability

of relevance regarding QA. We hypothesise that documents that contain

named entities of the correct class have higher probability of relevance than

documents that do not.

The relevance feedback applied to QA differs from the one applied to

general IR in that QA deals more with the presence of a passage that can

answer a certain question, rather than with the presence of its topic. Hence,

our technique focuses on feeding terms into the IR engine that could rep-

resent an answer for the questions. It is possible to apply the technique

to all question types that can be identified by the named-entity recognizer,

however in this study we pay particular attention to the results of questions

regarding personal names. We acknowledge that other question types are

just as important and may generate different results due to the different fre-

quencies of their appearance in the documents; however personal names can

provide us with concrete results since it is a type of named entity that has

been widely experimented on recognisers and is likely to be present in most

types of newswire texts, such as those in the AQUAINT corpus [50]. We

performed our experiments using the AQUAINT corpus and the question

set from the QA track of TREC 2004 [161].

It must be noted that the results we show in this study represent only

one class of questions, and that the pseudo-relevance feedback mechanism is

highly dependant on the question classification module. Section 3.1 provides

some background information on the question classifier that we use with

the relevance feedback technique. Section 3.2 explains the principles behind

the named-entity relevance feedback technique and how we implemented it.

Section 3.3 focuses on the evaluation of the technique regarding its use as an

IR tool and as a module of a QA system. Section 3.4 presents the concluding
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remarks and future work.

3.1 Trie Classifier

We developed a question classification system based on trie structures. A

trie T (S) is a well-known data structure that can be used to store a set of

sentences in an efficient way. It is defined by a recursive rule

T (S) = {T (S/a1), T (S/a2), . . . , T (S/ar)}

where S is a set of sequences (sentences, in our case). S/an is the set of

sequences that contains all sequences of S that start with an, but stripped

of that initial element [27].

In each node, local information extracted during training is stored. This

includes the word, class and frequency information. Since each node repre-

sents part of a unique path in the trie, frequency information is the number

of sentences that use that particular node in a path in the trie.

Figure 3.1 illustrates the trie containing the following questions:

• “Who is the President of Brazil?”,

• “Who is the Brazilian football coach?”,

• “What is the name of the Brazilian President?”,

• “What is the capital of Brazil?”, and

• “Where is Brasilia located?”.

Extra information is stored per node, so for instance, the node that is reached

by following the path What contains personal name and location as answer

classes, both with frequency of one.

The classification of new sentences is performed by extracting the class

information stored in the trie nodes. The words of the new sentence are used

to find a path in the trie. The class information can then be extracted from

the final node of the path through the trie. Our novel question classifier
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Figure 3.1: Example of a trie representation of questions

method is described in some of our published work [110, 171, 172]. In a

comparison to the results of Zhang and Lee [174], who use the same question

data to train various machine learning methods, we have obtained slightly

worse results when applying a much simpler methodology.

3.2 Relevance Feedback Using Named Entities

Because most fact-based questions require answers to be named entities, we

hypothesise that a relevance feedback mechanism that focuses on this type

of information can help IR for QA. We adopt the QA concept of relevance

by trying to eliminate those documents that would not be able to answer a

factoid question. Thus, the process will guide the document retrieval towards

documents that are relevant to the question topic (general IR relevance) and

particularly towards those containing entities that could answer the question

(QA relevance).

Suppose for question Q on topic T 1, we can use a probabilistic IR engine

PIR over a corpus C to obtain a retrieval set of documents R1:

R1 = PIR(Q + T, C)

1In TREC QA Tracks [161] questions are centred around a certain topic, for instance

the topic Australia could have a question such as “Who is the Prime-Minister?”
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where Q + T is a IR query composed of Q and T combined. Our process

applies a named-entity recogniser NER over the top-n ranked documents of

R1, thus obtaining a set of named entities E:

E = NER(R1, n)

The feedback process consists of enriching the previous query as Q+T +E

in order to obtain a new set of documents R2:

R2 = PIR(Q + T + E, C)

The query Q+T +E, which was used to retrieved R2, is the concatenation

of Q, T and E with or without different weightings for the different query

components.

Our expectation of this technique is that not only documents that contain

the correct answer in R1 will be boosted in ranking on R2, but also that

documents that have a high ranking in R1 and do not contain any named

entity of the EAT will be demoted in R2. Therefore, documents that would

not theoretically contribute to the QA performance will not take part on

the answer extraction phase, allowing their slots of processing time to be

occupied by other more relevant documents.

As an example of this process, consider the TREC 2005 QA Track Ques-

tion 95.3 on the topic of the return of Hong Kong to Chinese sovereignty:

“Who was the Chinese President at the time of the return?”

The first phase of the process is the question analysis, which defines what

is the EAT and what are the question main words. Then the question and

its topic define an IR query that generates the retrieval set R1.

The next process extracts the named entities of the EAT from the first

n documents in the R1 set of documents. For this example, fifteen names

of people were extracted, mostly Chinese names and all of them related to

politics. A new IR query is built using these fifteen names and the final set

R2 of documents is retrieved.

The list of names found for this query is listed on Table 3.1. We can

observe that among those names there is the correct answer for the question
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Named Entities

President Mario Alberto N. L. Soares President Jiang Zemin

General Secretary Aleksandr Zharikov Minister Qian Qichen

Minister Sabah Al- Ahmad Al-Jaber Minister Zhou Nan

Prime Minister Mahmoud Zouebi Mr. Deng Xiaoping

President Maumoon Abdul Gayoom Premier Li Peng

President Ugo Mifsud Bonnici Liu Huaqiu

President Meets Chinese laws Will

President Leonid Kuchma

Table 3.1: Extracted named entities

(President Jiang Zemin), which helped to generate a better retrieval for this

question with the pseudo-relevance feedback mechanism.

Our hypothesis is that the named-entity feedback technique improves

the overall document retrieval for QA by providing a retrieval set of docu-

ments that facilitates the extraction of the correct answer by a QA system.

The technique should theoretically improve good questions (where a correct

feedback is obtained) and not deteriorate bad ones. A question is ‘bad’ if we

cannot retrieve any document that contains an answer in R1.

3.2.1 Implementation

The technique consists of posting the original question to a probabilistic IR

engine, extracting the named entities of the EAT from the top-n results,

and re-feeding the IR engine with an expanded query. By doing this, we are

informing the IR system that documents containing those named entities

are relevant to the question. Several implementations and setups can be

tested using this approach; we implemented a basic framework as shown in

Figure 3.2.

We developed our IR system using C++ and the XAPIAN Toolkit for

Probabilistic IR. The AQUAINT Corpus [50] was indexed using full text
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Figure 3.2: System overview for the relevance feedback process

without stopwords, and it was searched using Xapian Probabilistic Methods

(which uses Okapi BM25 [120] for ranking).

As depicted in Figure 3.2, the user poses a question to the system, which

is simultaneously processed by the question analyser and the searcher. The

question analyser returns the EAT (a named-entity class for factoid ques-

tions), while the searcher returns a list of documents or snippets of text

from the AQUAINT corpus ranked by the Xapian BM25 implementation.

The named-entity recogniser receives the output of these two processes and

extracts the corresponding named entities from the received files. Once this

is done, it re-feeds the query to the searcher with the additional named

entities. The searcher then feeds the results into the QA system.

3.3 Experiments and Evaluation

In our experiments we used the data collection made available by NIST

for the TREC QA Tracks2. All the questions and judgement files of the

TREC 2003 QA Track were used on a preliminary evaluation of this process.

Because this experiment required that all components shown in Figure 3.2

2http://trec.nist.gov/data/qa.html
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to be fully functional, several setups were implemented, including a simple

passage retrieval algorithm.

In our evaluation, we labelled the documents as relevant or not relevant

by assuming that relevant documents are those containing the required an-

swer string. These early tests showed us that using the set of 500 TREC 2003

questions with our pseudo-relevance feedback technique improved the results

over the initial retrieval. The improvement, however, was small and not sta-

tistically significant.

In our system architecture, the question classification was performed us-

ing the Trie-based technique [171] which has a performance of around 85%

as previously described in this chapter. This means that in 15% of the

cases, we might have an immediate degradation of the results (by adding the

wrong named entities to the query). To ensure complete correctness on this

part of the module, we trained the classifier with the same questions as the

verification set. However, because of the large amount of expected answer

types present in the classification we used, named-entity recognition proved

to be a particularly complex task. For this purpose we used two well known

named-entity recognisers: Lingpipe3 and ANNIE4 from Gate.

We also observed that some named-entity classes could not be properly

identified by our named-entity recogniser. Therefore, we shifted our attention

to only people’s names, as we understood them to be less likely to suffer from

this issue. Because of this, we have manually selected all factoid questions

that required some person’s name as the answer for the evaluation of our

system.

The evaluation was performed intrinsically and extrinsically as Spärck

Jones and Galliers [63] describe. Intrinsic and extrinsic evaluations differ

because the former evaluates a system according to its primary function,

while the latter evaluates a system according to its function or its setup pur-

pose. In our study, the evaluation was performed using the combined set of

questions and topics of the TREC 2004 and 2005 along with their respective

3http://www.alias-i.com/lingpipe
4http://gate.ac.uk/ie/annie.html
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judgement sets. We experimented with different setups, but the variations

were primarily with the passage window, the number of top documents used

and the weights assigned to the different components of the query. How-

ever, the results were not affected by the variation of weights, therefore we

only present the results where the different query components are weighted

equally. We extrinsically evaluated the effectiveness of the retrieval sets by

the percentage of correct answers that the AnswerFinder (AF) [96] system

generated, and intrinsically evaluated the same sets of documents using pre-

cision, coverage and redundancy.

We applied the retrieved document set to AF and measured the exact

results using the patterns made available by Litkowski on the TREC QA

Data Web page.

3.3.1 Results

Our evaluation focused on using pseudo-relevance feedback to enrich the IR

query used by QA systems to find some documents that could answer natural

language questions. We retrieved sets of documents using a combination

of topics (T ), questions (Q), entities (E) and answers (A). The following

combinations were tested:

T : Only the topic T is sent as a query. This set of queries evaluates the

potentiality of improving the retrieval set that NIST provides for every

topic.

TQ: The queries are made of the topic T and question Q. This is the current

retrieval set used by AF.

TQE: This is the feedback technique, where topic T , question Q and the

named entities E extracted from top-n documents are combined, which

might or might not contain a correct answer.

TQA: This is the optimal feedback technique, where topic T , question Q

and answers A are combined. This set evaluated how far we are from
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the optimal retrieval. The answers A are obtained from the evaluation

scripts of TREC’s QA tracks.

TQEA: These queries combine the feedback technique with the answers,

so we can measure the amount of noise introduced by adding named

entities that are different to the answers. We made sure that named

entities that were equal to an answer were not introduced twice so their

score would not be erroneously duplicated.

Different combinations could also be tested, for instance TA, TE or just

A, E and Q. We understand that those and other combinations could provide

some insight on certain matters, but we believe that they would not represent

a realistic retrieval set. It is a fact that the terms from T must be present

in the retrieval set, since all documents must address the correct topic. For

instance, including Q without having T will not generate a relevant retrieval

because the subject of the question is not present. Also, including A or E

without Q and T may represent a completely different retrieval that is not

desired in this study.

The precision, coverage and redundancy obtained for the TREC 2004

and 2005 questions regarding people’s name are respectively shown in Fig-

ures 3.3(a), 3.3(b) and 3.3(c). We note that the results for the feedback

technique do not improve the results on neither T nor TQ on any of the

measures we obtained. As expected, the addition of the answer (TQA) repre-

sents the optimal retrieval set, obtaining 86% coverage on the first document

per question and over 90% coverage on the second.

The noise introduced on TQEA is not a major concern when the answers

are involved in the query. This is an indication that most entities found

by the feedback mechanism do not represent an answer. This raises two

questions: how to improve the technique so that the answers are included

in the feedback; and how to minimise the noise so that potentially good

feedback is not worsened.

To address the first problem we can foresee two solutions: one is improv-

ing the accuracy of the named-entity recogniser; something we do not address
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Figure 3.3: Precision, coverage and redundancy for questions about people’s

names of TREC 2004 and TREC 2005

in this study. The other is to increase the search space without adding more

noise in the query. This is a difficult task and it could be achieved by finding

the smallest possible windows of text containing the answer. We performed

some experiments using different numbers of documents and variable pas-

sage size: for now, we have found that fewer documents and smaller passages

provide the best results. Figure 3.4(a) demonstrates these experiments using

three different window sizes and the results of the TQEA queries. It can be

observed that the results were similar for windows of 150 and 250 charac-

ters, with a substantial drop in the average precision when using windows

of 500 characters. Figure 3.4(b) shows that results worsen when increasing

the number of documents used to extract the named entities.

We understand that documents in the first retrieval set R1 will contain

named entities of the same type, but not necessarily the correct one (the

answer), thus creating some noise in the query. We believed that a certain
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Figure 3.4: Precision and recall for TQEA queries

degree of noise would not hurt the retrieval performance. However, our ex-

periments, as shown, demonstrate otherwise. The noise created by erroneous

entities affects the performance once the elements in E become more impor-

tant than the elements in Q. Because we cannot guarantee the correctness

of any of the named entities included in E, the resulting retrieval set R2

might represent a worse retrieval set than R1. However, these cases may

not influence the results in a QA system since R1 would also not lead to the

correct result.

This shows that our feedback technique suffers from the same flaws most

pseudo-feedback techniques have. For instance Ruthven and Lalmas [124]

show that when the initial retrieval set is not good, the pseudo-feedback

techniques is likely to worsen the results because, instead of bringing the

query closer to the topic at hand, it will take it further away (a phenomenon

called query drift). We hypothesise that since our technique is meant to be

applicable over a QA system, if the initial set of results is bad (i.e. it does

not contain the answer), there is not much that can be worsened. To confirm

this hypothesis, it is necessary to perform an evaluation over a QA system.

Table 3.2 shows the runs of QA performed using the same set of questions

of the intrinsic evaluation and the documents retrieved by the retrieval sets

shown before.
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Run Exact

T 19.6%

TQ 28.6%

TQE 23.2%

TQA 28.6%

TQEA 32.1%

Table 3.2: Correct answers on AF

What can be observed here is that the feedback technique (TQE) offers

a better set of documents than the technique which only uses topics (T ).

However, they are still worse than the topic and question technique (TQ).

An interesting result is that TQEA gives the best results, which suggests

that the addition of entities helped to retrieve sets of documents that are

easier to process by the QA system. Even though our process did not show

improvements over the baseline techniques, it was very important to find that

the results of the intrinsic evaluations of the IR component do not parallel

the results of the extrinsic evaluation of the QA system. Despite the fact

that high precision, coverage and redundancy represent a better chance of

finding answers, we showed that they do not guarantee a better performance

over a QA system.

Comparing the results of T and TQ we observe that they are very similar

on the intrinsic evaluation and quite different on the QA system. Therefore,

what appears to help QA is the presence of more context words so that the

answers not only appear in the document, but are also present in the context

of the questions. This is mostly due to the fact that QA systems tend to work

with full discourse units, such as sentences and paragraphs, and the selection

of those are normally based on words from the topic and the question.

In summary, our experiments did not confirm the hypothesis that named-

entity feedback would help improve QA. But, in the ideal situation where

the answers are identified and included in the queries, the improvements are
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clear under an intrinsic evaluation. The differences between the intrinsic

evaluation and extrinsic evaluation highlight that there are many issues that

IR evaluation metrics do not currently cover.

3.4 Concluding Remarks

In this chapter, we have examined whether a pseudo-relevance feedback

mechanism could help the QA process, with the assumption that a good

indication of a document’s relevance for its usage in aQA system is the pres-

ence of named entities of the same class required as the answer for a certain

question. Our assumption was based on the fact that documents not con-

taining those entities are less likely to help provide the correct answer and

every entity of the right type has a probability of being the answer.

Unlike the standard method of discarding documents that do not contain

entities of the EAT, which is normally done at the answer extraction phase

of the QA systems, our method uses the named entities of the EAT as part

of a query. This modifies the document list not only in terms of the named-

entity distribution, but also in the order that the documents appear. Our

expectation was that documents that contain the answer but do not appear

at the top of the first retrieval set would be boosted in rank at the second

retrieval. We have shown that we can obtain a better retrieval set if the

answer is present in the modified query; however the lack of the answer in

the top results heavily penalises the overall retrieval set by drifting the topic

of the query away from the question topic.5

We have described our evaluation of the hypothesis using known IR met-

rics and a QA system. Our main conclusions are as follows:

• Because we have not yet reported satisfactory results, we believe that

although the method is intuitive, it will not produce good results unless

5This indicates that we could obtain a better pseudo-relevance feedback technique with

an improved IR, however we believe that Xapian provided us with the state-of-the-art in

keyword retrieval and little benefit would be obtained by experimenting with different IR

tools.
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more sophisticated control over the introduced noise is achieved; and

• The evaluation of the technique brought to our attention the fact that

it is not possible to state that a retrieval technique is better just by

relying on conventional IR evaluation metrics. The differences on the

intrinsic and extrinsic evaluations demonstrate that there are many

hidden variables that are not taken into account in metrics such as

precision, coverage and redundancy.

Therefore, the investigation of our first research question could not show

that named entities provide strong evidence of relevance for documents in

IR for QA.
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4
Linguistically Motivated Indices

Question Answering (QA) is the task of finding information in a large repos-

itory of documents. The process of information search is done via textual

queries, which represent the information needs of a user, and which can be

presented textually as a full natural language description or question, or

simply as a set of keywords. Even for a small document collection, it is

impractical to search for these keywords by reading all of the documents. In

order to speed up the information search IR techniques build a data structure

called an inverted file.

The classic representation of an inverted file is a list of words where every

word has an associated list of documents [86, page 6]. This representation,

which we introduced in Chapter 2, allows a quick search by providing fast

access to the list of documents for every query word that can be found in the

documents. With a list of documents and the statistics of term occurrence at

hand it is possible to use different ranking strategies to find the documents

that are more important according to the query words used. These ranking

strategies have the strength of being language independent; however, most

of them simply consider documents as a bag of disconnected words. It is a

fact that words do not appear in a natural language document by chance; on

the contrary, words are sequenced and formatted in order to form a meaning

and express concepts. In this sense, it is expected that a strategy that

encapsulates the linguistic relations among the document terms will provide
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the means for more sophisticated retrieval strategies.

As described in the literature review in Chapter 2, NLP can assist IR

when the Bag-of-Words (BoW) approach is not enough to distinguish the

user’s need. Specifically, when the BoW results are too restrictive or too

general, NLP can be used to find the right set of documents. Such cases

can involve the use of word-sense disambiguation, syntactic dependencies,

semantic roles, lexical substitution or other NLP techniques in both queries

and documents.

Even though NLP can have a clear impact on IR results, the IR com-

munity has not yet seen a clear cost-benefit for adding support for such

techniques. The lack of support for NLP information from IR tools makes

it hard for researchers to integrate these techniques. In this chapter, we

propose a multi-layer inverted file representation that allows the inclusion

of different linguistic information, such as part-of-speech, syntactic relations

and semantic roles. These techniques form the basis of the Tupi frame-

work and the Jemu IR system, which are described in Appendix A. First,

we describe the multi-layer inverted file structure, and then we present the

possible representations and some experiments. Finally, we present some

performance evaluations in regards to disk space allocation, and the speed

of indexing and retrieval.

4.1 Representing Linguistic Information in Informa-

tion Retrieval

IR systems base their search algorithms on the existence of words from

queries expressed by a set of keywords. A keyword search means that the

token granularity of the search is at the word level. Different retrieval tasks

may require different token granularity. For instance, a word search tool

based on specific sound descriptions could use IR techniques similar to key-

word search but using phonemes instead. The choice of the type of token

to use is defined by the type of task and corpus. For instance, the usage of
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words as the unit for indexing in cross language IR can be hazardous when

dealing with morphologically complex languages. For such tasks, the usage

of morphemes is preferable as shown by Chew et al. [25]. They describe a

novel approach to latent semantic analysis [34] that utilises morpheme-like

units calculated using mutual information of character n-grams.

Most search queries can be satisfied using current indexing and search

techniques, which explain the good results for such tasks. However, a few

queries are still hard to solve when considering the text and queries as BoW.

Take the example of the query: “comments about the election candidates for

the US presidency”. A BoW approach will likely to return a list of relevant

documents as well as a list of irrelevant documents about:

(1) the election candidates for an unrelated presidency (other countries or

US organisations);

(2) the US presidential election process; and/or

(3) comments made by the candidates, not about them.

Because of the high volume of documents dealing with the US presidential

election and candidates, it is expected that documents in item (1) will not

appear at the top of the ranked list of documents. However, documents

in items (2) and (3) are likely to appear at the top of the list, particularly

when only BoW methods are used. For these cases, a more language-oriented

approach is required.

If a more precise retrieval is needed, it becomes necessary to perform a

further analysis on the documents and on the queries; such analysis could

include linguistic information such as syntactic dependencies and semantic

roles. The addition of extra linguistic information allows the construction of

a different retrieval model to the standard BoW. For instance, the inclusion

of syntactic dependencies can help to distinguish between the search for

“comments about the candidates” from the search for “comments about the

election”. In some cases, this distinction can be done by post-processing

the results of the BoW retrieval; however, most retrieval sets are too large
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to be processed in real time, which causes linguistically motivated post-

processing techniques to be applied only to the top-n documents of the BoW

retrieval set. As a consequence, a retrieval model obtained by post-processing

is different to the retrieval model where the linguistic information is pre-

encoded into the search structure. Thus, linguistically motivated retrieval

models are only achievable if the linguistic information is added to the search

indices.

Furthermore, as presented in the Introduction in Chapter 1, the addition

of linguistic information into the search index can speed up systems that de-

pend on it, particularly when linguistic information is used to further analyse

the documents to find a more precise document set or portion of documents

that can better satisfy certain task requirements. QA is an example of such

IR dependent systems that use NLP techniques to cut down the number

of candidate documents or candidate sentences that can answer a certain

question.

The inclusion of linguistic information in IR has traditionally occurred

through modifications over the token representation, i.e. tokens are modified

from simple words to strings formed by words and the required linguistic in-

formation. Tiedemann [146] uses a special character to separate the different

types of information. In his representation, a syntactic dependency relation

R between a modifier word W and the head word H, is presented as one sin-

gle token W/R/H in the index. This means that a subject relation between

John and sings is represented as John/subject/sing.1 This type of represen-

tation is also adopted by Strzalkowski [139] for the inclusion of linguistic

motivated streams such as head and modifier pairs and compound names,

and similarly adopted by Carmel et al. [22] when representing context in

XML retrieval. This type of representation satisfies most requirements for

the addition of linguistic information, but it can lead to a large vocabulary

size, and redundancy in the stored information. This problem is more salient

when words share the same context in XML retrieval, or the linguistic rela-

1For this representation, Tiedemann [146] uses the root form of the words.
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tions need to be partially represented (W/R and H/R−1), which causes the

process to be slow and for large amounts of data storage to be required. The

following section describes our approach taken to encode linguistic motivated

indices.

4.2 Inverted Files

The standard inverted file implementation assigns document-identification

numbers for every term in the document collection [86, page 6], which can be

seen as a collection of tuples (tj , di) where tj is a term and di is a document.

In order to allow a fast access for search, the file is ordered by terms, which

creates a structure where every term tj contains a list of document di as

tj → (d1, d2, . . . , dk)

This type of representation can be modified to assist the specific task that the

inverted file is designed for. It can incorporate index compression techniques

and distributed indexing/retrieval for a large collection of documents.

Other types of information could also be added to the inverted file, for

instance if a ranking function based on Term Frequency (TF) and Inverted

Document Frequency (IDF)2 is used, it is necessary to add or to provide a

quick way to obtain the frequency counts of the terms for every document.

In order to speed up retrieval time we can add the frequency counts:

tj/dfj → (d1/tf
1
, d2/tf

2
, . . . , dk/tfk)

In this representation, tfi is the amount of times the term tj appears in the

document di, and dfj is the number of documents that contain the term tj ;

for the representation above djj is equal to k.

As proposed by Williams et al. [168], positional information of document

terms can be used as a way to retrieve phrases such as “Government of New

South Wales” and “George W. Bush”. With positional information, every

document di will be associated with a set P j
i representing all the positions

of a term tj in di:

P x
w = {p1, p2, . . . , pf |pk are the positions of tx in dw}

2See Equation (4.2) further defined in this chapter.
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This strategy also helps to compute TF and IDF if they are not yet included

in the index, but it has the drawback of increasing the index size.

We see the addition of positional information in the inverted file structure

as a separate layer of indexing. This multi-layer representation consists of

one outer layer that represents the documents where the terms appear, and

an inner layer that provide the information about every position where the

term occur in a specific document. In this case, there are two layers of

information and the inner layer is dependent on the outer layer.

This multi-layer representation can be extended to include other types of

information including nested and dependent information such as documents,

sections, paragraphs, and sentences to unrelated information such as word

position together with POS. Our approach to encoding linguistic informa-

tion in the search index concerns the development of a multi-layer inverted

file representation, which is described in the next section. This approach

is implemented in the Tupi Framework and in the Jemu IR System, both

described in the Appendix A.

4.3 Multi-layer Inverted File

We decided to build a multi-layer inverted file framework because of its abil-

ity to represent different types of information in a single structure. In this

way, it is possible to retrieve documents using different types or layers of in-

formation using one single structure, avoiding building redundant dictionary

entries or other data structures.

When layers are dependent on each other, the information added to the

inverted file follows a wrapping strategy from the most general type of in-

formation to the most specific; thereby, avoiding representing redundant

information. For instance, if there is a requirement to represent the docu-

ments, sections and positions of words in a document, the following would

be encoded for a term t1 that appears at positions p1 and p2 of section s1

and position p3 and p4 of section s2 of document d1:

t1 → (d1 → (s1 → (p1, p2), s2 → (p3, p4)))
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This type of inverted file representation allows the inclusion of relational

information between terms by treating relations as different bags of informa-

tion. For instance if term t1 has a relation of type R with term t2 (the inverse

relation is R−1) in document dy we can specify this relation by representing

them as

t1 → (dy → (t2/R))

t2 → (dy → (t1/R
−1))

This representation allows the retrieval of documents, relations and related

terms for every indexed term with minimal redundancy.

When searching for keywords in the index, it might not be important to

find the related words if they are not yet known. For instance if you are

looking for a relation between t1 and t2, it might not be important that t1

relates to t3. Therefore, it is desirable to create a multi-layer representation

that represents the relation R between t1 and t2 by assigning a relation ID

ridx to it. This creates the following inverted file:

t1 → (dy → (ridx/R))

t2 → (dy → (ridx/R−1))

A representation using relation IDs occupies less space than using pointers

to global terms. Relation IDs are unique within the granularity of the layer,

which in the example just described are documents (i.e. they are unique

within one document). For this representation, the retrieval of one term

does not cause the retrieval of the other, but once they are both known,

they can be linked together.

For instance, the subject relation between John and writes in the sentence

“John writes in his notebook” can be expressed by the following structure:

John → (3100 → (15/subj))

writes → (3100 → (15/subj−1))

Where 3100 is the document ID, and 15 is the relation ID within the doc-

ument. In this example IDs were arbitrarily chosen, where in practice they

are assigned sequentially starting at 0.

We can also include some extra information about the relations such as

the role that each term plays in it. For instance, consider that we have a

relation of type R among three terms (t1, t2 and t3) and each plays a specific
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role in the relation, A, B and C respectively. We can represent this relation

by

t1 → (dy → (ridx/R/A))

t2 → (dy → (ridx/R/B))

t3 → (dy → (ridx/R/C))

For instance, the sentence “This fruity Riesling wine has a golden colour

with peach and honey bouquet” represents the tasting notes that highlight

a few characteristics of a Riesling wine. The taste relation between a wine

and its description consists of appearance, flavour and aroma, which can be

represented with the structure:

fruity → (1505 → (20/taste/flavour))

Riesling → (1505 → (20/taste/product))

golden → (1505 → (20/taste/appearance))

peach → (1505 → (20/taste/aroma))

honey → (1505 → (20/taste/aroma))

Where 1505 and 20 correspond to arbitrarily chosen document and relation

IDs.

Our choice of representation is similar to the study proposed by Fuhr and

Gövert [43], which we described in Section 2.4.3.1. The similarities include

the encoding of structural information in the posting list, the use of a data

prefix to indicate the type of information that has been added, and the

removal of redundant information, which reduces the size of the posting list.

However, Fuhr and Gövert’s method is used to record paths in XML trees,

whereas our work takes a less structural view of the problem and defines it

as a way to encode linguistic information. Fuhr and Gövert method encodes

different XML structures, while our work is optimised to work with fixed

structures specified by linguistic relations. Thus, our method does not need

to encode and decode path information, which means that we can achieve

higher inverted file compression, and better indexing and retrieval speeds.

4.3.1 Layer Representation

We use one single file to encode the information of the multi-layer inverted

file representation. Therefore, every piece of information that is recorded in
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1 | Document ID 0 | Relation ID, Relation Type, Role

Figure 4.1: The representation of layers types is differentiated by the use of

byte prefixes

the inverted file is type defined by a data prefix. This prefix consists of a

number of bits capable of differentiating the number of layer types used. For

instance, as shown in Figure 4.1, if there are two different layer types used,

one layer will include the prefix 0 while the other will have the prefix 1.

Layers can be used to represent single data types such as integer numbers

for document IDs or more complex data structures, involving a combination

of data types. The layers shown in Figure 4.1 illustrate this concept; the first

layer contains a single integer, and the second layer contains three different

data types. The types of data that are to be represented in a layer are defined

by the implementation of the IR system using the multi-layer framework.

It is important to point out that layers are used to distinguish data types

that either are contained in each other or are independent of each other,

meaning that if two types of information are always to appear alongside, then

they should form a layer by themselves and not be two different layers. This

helps to avoid unnecessary prefix overhead that would exist if all information

was declared as separate layers. For instance, if we want to include the

frequency of a term in a document, we should include that information on

the same layer as the document ID, instead of creating two different layers

for them. On the other hand, positional information should form a different

layer than the document ID layer, since all positions are contained within

documents.

Because of the different types of data and amounts of information rep-

resented at each layer, it is important to have a mechanism to detail the

size of data represented at each layer. This is done by detailing the amount

of trailing bytes after the data type prefix. Figure 4.2 illustrates this infor-

mation using two different types of data that occupy a different number of

bytes. The number of bytes for each particular data structure is the amount
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1 | 11 | Document ID 0 | 10 | Relation ID, Relation Type, Role

Figure 4.2: Representation of two layers types, one representing Document

ID using 3 trailing bytes (binary 11) and the other with relation information

occupying two bytes (binary 10)

Document ID Section ID Section ID Section ID Document ID Section ID

Figure 4.3: Dependent layers such as sections in a document must appear

after the document is defined

of trailing bytes plus the remaining bits of the first byte, discounting the

prefix bits, e.g. if the date type and size prefixes occupy 4 bits, a type with 3

trailing bytes will occupy 28 bits. By describing the size of data, it is possible

to obtain a faster access to the structure by implementing a simple compres-

sion technique, where the data would only occupy the minimum amount of

bytes. For instance, with a 4-bit prefix, document IDs from 0 to 24 − 1 will

be represented using only 1 byte, while document IDs from 24 to 212 −1 will

need 2 bytes, and so forth up to 228−1. Other techniques for compression of

the inverted files such as variable byte coding could also be used [86, Section

5.3]. However, as shown by Trotman [150] the advantage of using advanced

compression techniques is not always clear since compression techniques may

sometimes worsen the performance of a system.

Each individual layer can represent a self-contained and independent

piece of information or can be part of an outer layer. The relation between

layers is not part of the inverted file representation but it affects the way

it is represented. If two layers are dependent on each other, the outer layer

must appear before the inner layer. In the example in Figure 4.3, if a section

layer is part of a document layer, all information presented regarding the

section layer is part of and must appear after the information of the relevant

document layer. If three different sections are part of the same document, as

shown in Figure 4.3, only one document representation is defined, followed

by three section representations.
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Document ID Syntax Semantics Syntax Document ID Semantics Semantics Syntax

Figure 4.4: Layers that do not depend on each other can appear in any order

However, if two layers are independent of each other, the data of both

layer types have no particular order of appearance in the inverted file. This

can be observed in Figure 4.4 since the layers for syntax and semantics do not

necessarily have an order of appearance as neither depends on each other. It

can also be observed that both syntax and semantics are part of a document;

therefore, they must appear after the definition of the document layer.

4.3.2 Representing Different Index Types

The multi-layer approach allows different information to be represented in

the inverted file of an IR system. Because our work focuses on QA, we tested

our framework with linguistic features which included n-grams, syntactic

relations and semantic roles. We propose the usage of linguistic indices

separately; however, they can be easily combined if required.

Bag-Of-Words

The BoW approach is the simplest implementation possible. For BoW, the

terms are linked to a set of documents and their frequency of occurrence:

(ti/df i) → (d1/tf
1
, d2/tf

2
, . . . , dk/tfk)

The position information could also be added if passage retrieval or any

proximity ranking function is to be used:

(ti/df i) → (d1/tf
1
→ (p1, p2, . . . , px), . . . , dk/tfk → (p1, . . . , py))

Notice that in the above representation dfi is equal to k, tf1 is equal to x,

and tfk is equal to y.

n-grams

n-grams can be calculated with the addition of positional information, as

shown in the previous representation, by associating terms in the inverted
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file, and by creating a relation ID for each n-gram. The addition of positional

information is the preferred method for n-gram retrieval since it does not

constrain the size of the n-gram (which can be defined at retrieval time).

However, the use of positional information can be more costly for retrieval

than presenting related terms or relation IDs. As an example, the following

representation demonstrates how trigrams built from a sequence of terms

{t1, t2, t3, t4, t5} can be added to the index when the associated terms are

presented:

t1 → (dy → (p1/t2/t3))

t2 → (dy → (p2/t1/t3, p1/t3/t4))

t3 → (dy → (p3/t1/t2, p2/t2/t4, p1/t4/t5))

t4 → (dy → (p3/t2/t3, p2/t3/t5))

t5 → (dy → (p3/t3/t4))

As observed in the example, the inverted file will contain some redun-

dancy, which causes the size of the index to increase and therefore decrease

overall efficiency. Another way to represent n-grams includes associating

relation IDs for all n-gram terms. This strategy is similar to the way of

encoding relations that was previously described without including the type

of the relation.

t1 → (dy → (p1/rid1))

t2 → (dy → (p2/rid1, p1/rid2))

t3 → (dy → (p3/rid1, p2/rid2, p1/rid3))

t4 → (dy → (p3/rid2, p2/rid3))

t5 → (dy → (p3/rid3))

Syntactic Information

Syntax can be represented by many different formalisms. One such formal-

ism is represented by syntactic dependency relations [89]. The dependency

relations establish links between head and modifier pairs. Using the multi-

layer inverted file framework, it is possible to represent these relations by

associating syntactically-related terms. For instance, the subject and object

relations between the terms of the sentence “Orpheus loves Eurydice” can be

represented as:
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Orpheus → (dy → (subject/modifier/loves))

loves → (dy → (subject/head/Orpheus, object/head/Eurydice))

Eurydice → (dy → (object/modifier/loves))

Representing links between terms can be demanding since it would re-

quire pointers to the dictionary, which is a large data structure and so the

pointers would require a considerable amount of bits. Since it is not required

to compute terms that are not yet known in a retrieval task, we include a re-

lation ID instead of the related term, which fulfils the retrieval requirements

and allows a reduction in the inverted file size. The syntactic relations and

the head and modifier indicators are also represented by an ID that occupies

the minimum amount of bits required.

Orpheus → (dy → (subject/modifier/rid1))

loves → (dy → (subject/head/rid1, object/head/rid2))

Eurydice → (dy → (object/modifier/rid2))

Semantic Roles

Semantic Roles are represented differently to syntactic dependency relations

because semantic roles associate whole noun phrases to predicates; also the

same noun phrase, or just a part of it, can play different roles for different

predicates in the same sentence. For instance, the sentence “Orpheus wore

the costume that Eurydice made” has two main predicates wore and made.

The phrase “the costume that Eurydice made” is the object of wore while “the

costume” is the object of made:

[agent Orpheus ][predicate wore ][object the costume that Eurydice made ]

Orpheus wore [object the costume ] that [agent Eurydice ][predicate made ]

In contrast to syntactic dependency relations, the semantic roles of a

sentence need to be represented as a graph, as it is not always possible to

draw a semantic role representation as a tree. Take for instance the following

sentence from PropBank [107]:
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T h e  C o m m i t t e e f o r m u l a t i n g H o n g  K o n g ’ s  c o n s t i t u t i o n

w h e n it r e v e r t s C h i n e s e  c o n t r o l i n  1 9 9 7

t h e y a b a n d o n

nu l l i f y t h e  S i n o - B r i t i s h  j o i n t  d e c l a r a t i o n  o n  H o n g  K o n g

is fo r

t o

a n d  C h i n e s e  l a w m a k e r s  s a i d  t h e  t w o  c a n  o n l y  r e t u r n  i f

t h e i r  a n t a g o n i s t i c  s t a n d  a g a i n s t  t h e  C h i n e s e  g o v e r n m e n t  a n d  t h e i r  a t t e m p t  t o

A R G 0

A R G 0

A R G 1

A R G 3

A R G 1 A R G 2

A R G M - T M PA R G M - T M P

A R G 1

A R G 0

A R G 1

Figure 4.5: PropBank sentence represented as a graph

The committee is formulating Hong Kong’s constitution for when

it reverts to Chinese control in 1997, and Chinese lawmakers said

the two can only return if they “abandon their antagonistic stand

against the Chinese government and their attempt to nullify the

Sino-British joint declaration on Hong Kong”.

The annotation of the predicates of this sentence creates a graph structure

as shown in Figure 4.5.

In order to include these relationships in the multi-layer inverted file, we

adopt a predicate ID pidk for every predicate and argument relationship.

We also include a positional number to be able to locate a specific word in

a multi-word noun phrase. Using this representation the sentence “Orpheus

wore the costume that Eurydice made” is represented as follows.
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Orpheus → (dy → (agent/pos1/pid1))

wore → (dy → (predicate/pos1/pid1))

costume → (dy → (object/pos2/pid1, object/pos2/pid2))

Eurydice → (dy → (object/pos4/pid1, agent/pos1/pid2))

made → (dy → (object/pos5/pid1, predicate/pos1/pid2))

4.4 Using the Multi-layer Index

The indexing of individual terms with the multi-layer representation for re-

lational information allows the retrieval of relations even when the other

parts of the relations are not known. Therefore, it is possible to retrieve all

documents where two terms are related via a specific relation even though

a third term is also part of the same relation but not included in the query.

This is particularly important for QA; for instance, it is possible to retrieve

all documents where Orpheus is said to love someone, even though we do not

know whom he loves. Many strategies for representing term relations, for

instance those that concatenate terms and relations, make it hard to match

relations when not all involved parts are known. For example, if a relation

such as Orpheus/loves/Eurydice is represented as a concatenated string, it is

hard to extract documents that contain the partial information that Eury-

dice is loved by someone, or that Orpheus and Eurydice relate to each other

in any way.

If we were to use a concatenated string, the partial relations between

Orpheus, love, and Eurydice can be extracted if all possible combinations of

partial relations are added (where one of the relation component is missing).

This means that with this strategy the following terms are created: Or-

pheus/loves/Eurydice, Orpheus/loves/, Orpheus//Eurydice, /loves/Eurydice,

Orpheus//, /loves/, and //Eurydice. This strategy has obvious drawbacks

as the dictionary size will become very large and the information is stored

with redundancy.

Another way of extracting partial relations is via concatenated strings

that include wildcard matching in the dictionary structures. Wildcard match-

101



CHAPTER 4. LINGUISTICALLY MOTIVATED INDICES

Sentence: [arg0 Orpheus] [pred loves] [arg1 Eurydice]

Index:

Orpheus → (d10 → (pid1/arg0/1, pid2/arg0/1), d11 → (pid1/arg1/1))

love → (d10 → (pid1/pred/1, pid3/pred/1), d12 → (pid15/arg0/1))

Eurydice → (d10 → (pid1/arg1/1, pid3/arg1/1))

Figure 4.6: Example for the retrieval of the relation expressed by the sentence

“Orpheus loves Eurydice”

ing allows the querying of terms such as Orpheus/loves/*, Orpheus/*/Eurydice,

*/loves/Eurydice, where the position of the wildcard * is replaced by any

string. This strategy has the drawbacks of requiring an extra dictionary

structure such as a B-tree, to store the terms in the inverse order (to match

wildcards at the beginning of the query string), and post-processing tech-

niques when the wildcard is in the middle of the string [86, Chapter 3].

Our strategy facilitates the computation of TF and IDF for any com-

bination of terms and relations. It is possible to compute the occurrence

frequency of a full-matching relation tree in a similar way to the frequency

of the smaller parts of a relation. The process of computing the TF and IDF

of combinations of relational information involves retrieving all information

regarding the relations but only considering the ones that fully match the

relation requirements. Figure 4.6 shows the retrieval process for the love

relation between Orpheus and Eurydice in the sentence “Orpheus loves Eu-

rydice”. As observed, there are three relations that involve the search terms

in d10, but only one of them involves Orpheus as the argument 0 (arg0) and

Eurydice as the argument 1 (arg1) of the predicate love. As observed in

the example, the information that will be used is the one that matches the

sought relations.

It is important to allow the relation requirements to be tightened or

relaxed according to the retrieval need. This is important for the QA task

in cases when one of the terms of the relation is not present in the query

and it would likely represent an answer to the question. For instance, when

presented with a question such as “Who defeated Federer in 2008?” it is
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important to retrieve the relations between all the question constituents,

but not necessarily to find an exact match on the Who term.

The ability of the multi-layer index to retrieve relationships without the

constraint of having to include all constituents of the relationship allows

the construction of different retrieval ranking strategies. One of the strate-

gies involves the definition of a three-vector ranking based on TF and IDF

weights.

4.4.1 Vector Space Ranking

The vector space model [125] represents queries and documents as vectors

of words, and defines the similarity of the query vector Q and a document

vector D using the cosine of the angle between their vectors. The cosine is

calculated, as show in Equation (4.1), from the dot product of both vectors

normalised by the product of the vector sizes:

sim( ~Q, ~Dx) ≡ cos θ =
~Q • ~Dx

| ~Q| × | ~Dx|
(4.1)

The dimensions of these vectors are the query terms. The sizes of each

dimension are defined by the term weights Wi,j where i represents the di-

mension (query term) and j represents a sequence of terms (which can be

a document, a document passage, or a query). In our experiments, Wi,j is

defined as a traditional TF*IDF function [121], which is the product of TF

and IDF as shown in Equation (4.2).

Wi,j = TF i,j × IDF i (4.2)

TF and IDF can be defined in many ways; we adopt a well known defi-

nition [127], which uses TFi,j as the raw frequency of occurrence of a term

ti in a document dj , and IDF i as the logarithm of the division between the

number of documents in the collection (n) and the number of documents ni

containing the term ti, as shown in Equation (4.3).
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IDF i = log
|D|

|{dk : ti ∈ dk}|
(4.3)

4.4.2 Triple-Vector Space Ranking

When using linguistic information, the dimensions of document vectors is

not defined by the document terms as it is in standard BoW retrieval. For

instance, when syntactic dependency relations are used, the dimensions can

be defined as head and modifier pairs. This strategy creates a high precision

ranking function since relations are more restrictive than words. However,

it degrades recall since many relevant documents do not contain the desired

relations. In order to solve this problem, we created a ranking function that

combines the similarity function of vectors of different dimensions, includ-

ing the standard BoW vectors. This ranking function gives high scores to

documents that contain the expected relations, which boosts the systems pre-

cision, while still considering documents that only contain the query terms,

which keeps the overall recall. Thus, our ranking function allows us to im-

prove precision without degrading recall. This will be further demonstrated

in the evaluations described in Chapter 6.

The multi-layer inverted-file representation allows us to store each term

and their relationships individually, creating a link between unique relations

through the relation identifier. This allows the terms to be retrieved individ-

ually and to be linked in a relationship if required. We use this framework to

implement a vector space retrieval method that uses three distinct vectors:

BoW vector (V1), Word-Roles vector (V2), and Two Words Relation vector

(V3).

The vector V1 uses words as its dimension; it contains information about

every term in the queries regardless of whether they exist in any relation

among each other or with other terms. This vector contains the term weights

over the entire collection of documents, and it can be used to rank documents

in the same way as would a standard BoW index with only document infor-

mation.
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Dimensions Who founded Public Citizen
~Q • ~Dx sim(Q, Dx)

IDF 1.00 2.00 2.00 4.00

TF

Q 0.25 0.25 0.25 0.25 1.5625 1.0000

D1 0.00 0.01 0.01 0.01 0.0600 0.9798

D2 0.01 0.00 0.02 0.00 0.0225 0.4366

D3 0.00 0.00 0.03 0.02 0.1100 0.8800

D4 0.00 0.01 0.00 0.05 0.2100 0.8358

Figure 4.7: Representation of V1 for question “Who founded Public Citizen?”

Dimensions
Who founded Public Citizen

~Q • ~Dx sim(Q, Dx)subj main attr obj

IDF 2.00 3.00 2.50 4.50

TF

Q 0.25 0.25 0.25 0.25 2.4688 1.0000

D1 0.00 0.01 0.01 0.01 0.0888 0.9480

D2 0.01 0.00 0.01 0.00 0.0256 0.5094

D3 0.00 0.00 0.02 0.01 0.0819 0.7746

D4 0.00 0.01 0.00 0.02 0.1238 0.8302

Figure 4.8: Representation of V2 for question “Who founded Public Citizen?”

Figure 4.7 shows the representation of V1 for the question “Who founded

Public Citizen?” and four documents. For the sake of simplicity and better

comprehension, we have chosen examples with small number of words, and

defined the number of dimensions for all documents as 100. For the same

reasons, we have also arbitrarily defined the values of TF and IDF.

The vector V2 contains all terms that are found in the query and play

the same role in the document collection and in the query. The size of V2

is smaller than V1 because many terms in V1 are not to be included when

they do not play the same role. For instance a query “poker face” would not

return a document containing “John faced Mark in a game of poker” when

using syntactic relations, since both poker and face play different syntactic

roles in query and document. For this query, poker would only be included in

V2 when found as an adjunct and face as a noun. Therefore, the dimensions

of V2 are defined by terms and their roles in a relationship. Using syntactic

dependency relations for the question “Who founded Public Citizen?”, we

would obtain the representation in Figure 4.8.

The vector V3 is more restrictive than both V1 and V2. V3 includes
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Dimensions

Who Public Citizen

~Q • ~Dx sim(Q, Dx)
subj attr obj

founded Citizen founded

IDF 5.50 7.50 10.00

TF

Q 0.33 0.33 0.33 20.7222 1.0000

D1 0.00 0.01 0.01 0.5208 0.9153

D2 0.00 0.00 0.00 0.0000 0.0000

D3 0.00 0.01 0.00 0.1875 0.5492

D4 0.00 0.00 0.01 0.3333 0.7323

Figure 4.9: Representation of V3 for question “Who founded Public Citizen?”

only those relations that exist in the queries and in the documents at the

same time. For instance, V3 will not include documents that contain the

relation between the noun adjunct poker and another noun such as cards in

poker cards. Therefore, the contents of V3 have high precision and indicate

the existence of the terms in fewer documents than previous vectors. The

dimensions of V3 are defined by the frequency weights of the occurrence of

the relationship between two terms. Using syntactic dependency relations

the question “Who founded Public Citizen?” would create the vectors shown

in Figure 4.9.

The weights corresponding to the TF and the IDF for V2 and V3 are

computed at retrieval time. This is particularly important for V3 since it

involves more than one term. Because of the way the multi-layer index is

organised, IDF is computed when different terms share the same relation.

The relations of a query are likely to be at least as rare as their most dis-

tinctive terms. Therefore, the dimensions of V2 and V3 will count highly in

the overall ranking, in a way that documents that share distinctive relations

with queries will have their rankings boosted and will appear at the top of

the retrieval list. This ranking strategy will favour documents that contain

expected relations; for instance, a document that contains the relation be-

tween Public and Citizen in the question “Who founded Public Citizen?” will

have a higher ranking than a document where both terms appear with no

connection among each other. Even though this is a retrieval technique that

favours precision, it does not harm recall since documents containing both
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sim(~QV 1, ~DV 1) sim(~QV 2, ~DV 2) sim(~QV 3, ~DV 3) sim(~Q, ~D)

Q 1.0000 1.0000 1.0000 1.0000

D1 0.9798 0.9480 0.9153 0.9477

D2 0.4366 0.5094 0.0000 0.3153

D3 0.8800 0.7746 0.5492 0.7346

D4 0.8358 0.8302 0.7323 0.7994

Figure 4.10: Final similarity scores for documents in the question example

“Who founded Public Citizen?”

terms will still be ranked via V1.

The number of relations represented in V3 for every document and the

number of documents that will match these relations will be much smaller

than V2, which will already contain fewer terms per document than V1.

The number of terms in V2 and V3 are compensated by higher IDF values

for each individual dimension, which reflect the higher dot product between

the document vectors and the query vector. However, because similarity is

represented by the cosine difference between query and document vectors,

they are bound to the 0 to 1 range for V1, V2 and V3. Because we want to

increase the ranking of documents that rank high in V3 and in V2, without

penalising documents from V1 (increase precision without decreasing recall),

we decided that all similarity rankings for all vector space rankings have

equal weights. In this way V1, V2 and V3 will contribute to exactly one

third of the final similarity ranking. Therefore, the final similarity functions

sim( ~Q, ~Dx) is defined as in Equation (4.4):

sim( ~Q, ~D) =
1

3

∑

k=1,2,3

sim( ~QV k, ~DV k) (4.4)

For the example of the question “Who founded Public Citizen?”, the final

similarity rankings would be as shown in Figure 4.10.

4.5 Performance Evaluation

Our multi-layer inverted file has shown to be capable of representing different

types of linguistic information so that this information is readily available
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to an IR system. To show the structure usability in IR, we performed some

evaluation in memory usage, indexing time and retrieval time.

4.5.1 Disk Usage

Data structures that store all the information required in later stages, even if

it is redundant, are likely to allow the process to perform its task very quickly.

At the same time, very compact data structures are likely to require more

processing to solve a task. This is the normal trade-off between speed and

memory consumption in computer science (see an example in [43]). However,

in the IR field this trade-off is only true to a certain point. IR structures,

such as the inverted file, are already designed for efficiency, and because the

amount of data involved in IR is likely to be very large and unlikely to fit

into the computer’s main memory, the IR process requires the data struc-

tures to be kept small so that processes can work in main memory and do

not access the disk storage excessively. Even though inverted file compres-

sion techniques increase the algorithm complexity, they can improve overall

IR speed performance because efficient compression methods are likely to

have higher throughput than uncompressed data when considering the cost

of disk access and its transfer to main memory [86, page 69]. However, Trot-

man [150] has shown that compression ratio alone should not be the only

factor for choosing a compression technique.

Because the multi-layer inverted file strategy requires prefix bits to sig-

nal the layer number and the number of trailing bytes, simple single-layer

inverted file structures would not benefit from the strategy. The extra prefix

in this strategy would represent an unnecessary overhead. Using 2-bit prefix

for the layer number and 2-bit for trailing bytes, the overhead will be in

between 50% (single-layer, no trailing bytes) and 12.5% (four-layers, all with

three trailing bytes). The multi-layer strategy has the drawback of a high

overhead, but it does not have redundant information. Table 4.1 shows a

comparison between the representation of different layers in the multi-layer

strategy and using uncompressed postings in a single inverted file.
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Overhead Redundancy Database Size

Multi-layer 85.7 MB (12.5%) - 685.7 MB

Uncompressed postings - 98.1 MB (14%) 698.1 MB

Table 4.1: Storage comparison of 600 MB of data between the multi-layer

inverted file strategy and several layers represented by their own inverted file

Table 4.1 compares the memory usage for the indexing of a document and

term positions using two separate layers in the multi-layer index, and using

full postings where the information is always encoded with the document

ID and position. For this comparison, we assume that a term occurs on

average 1.39 times in every document; this has shown to be the ratio for the

AQUAINT corpus, where the average number of posts per term is 138.26

and the average number of unique documents per term is 99.39. The multi-

layer is divided into 4 bits for prefix and 28 bits for data (even though in

practice only 3 prefix bits would be required). Since we want to compare

the difference between overhead and redundancy, the full posting technique

uses 28 bits to store each information (56 bits or 14 bytes in total). The full

posting technique requires each position to be recorded with a document ID,

which represents redundant information that, as shown in Table 4.1, can be

higher than the overhead from the multi-layer techniques.

In practice, the difference can be quite significant between the amount

of persistent memory used by the multi-layer index and Flint, a state of

the art database used by the Xapian Retrieval tool3. Table 4.2 compares

the disk usage by the Flint database needed to index all non-stopwords of

the first 41,116 documents from the NYT part of the AQUAINT corpus

with positional information and the same information using the multi-layer

index. The documents occupy 297 MB of disk space of which 138.64 MB

consists of textual data (disregarding spaces and punctuations); from this

amount, 91.38 MB are non-stopwords.

One of the advantages of our strategy over off-the-shelf IR tools is that the

multi-layer index has the capability of representing textual relations using a

3http://www.xapian.org
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List of Terms Postings Other Total

Multi-layer 124 MB 280 MB 47 MB 451 MB

Flint 192 MB 579 MB 8 MB 778 MB

Table 4.2: Storage comparison between the multi-layer inverted file strategy

and the Flint database from Xapian using the first 41,116 documents from

the NYT part of the AQUAINT corpus

# Text Baseform Syntactic rel. Syntax and morphology

1 Orpheus orpheu subj:>2 @SUBJ %NH Heur N NOM PL

2 loves love main:>0 @+FMAINV %VA V PRES SG3

3 Eurydice eurydice obj:>2 @OBJ %NH Heur N NOM SG

4 . .

5 <s> <s>

Figure 4.11: Representation of the sentence “Orpheus loves Eurydice” when

syntactically parsed using the Connexor dependency parser

normal BoW term list. This is important because the term list needs to be

kept small for efficiency reasons, since it is normally kept in main memory.

When using off-the-shelf IR tools, researchers have used term concatenation

to add extra information, which have thus increased the size of the term list

and decreased indexing and retrieval performance.

We have compared the indexing of syntactic relations using term con-

catenation with the Flint database from the Xapian IR tool, an IR tool that

uses a MySQL database, and the multi-layer inverted file. Table 4.3 shows

the amount of space needed to index all of the articles from 1996 in the XIE

portion of the AQUAINT corpus, totalling 93,458 documents and 917 MB

of uncompressed syntactically parsed data. An example of a syntactically

parsed sentence is given in Figure 4.11. We can observe that the database

size for the multi-layer index is many times smaller than the size of other

strategies. Among the reasons for this is that the multi-layer strategy en-

codes syntactic relations by relation IDs, and stores them in the same way

as the BoW approach does for positional information, which virtually allows

the BoW index and the syntactic relation index to occupy the same amount

of disk space (see Table 4.2).
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List of Terms Postings Other Total

Multi-layer 128 MB 280 MB 46 MB 454 MB

Flint 422 MB 1.24 GB 6.7 MB 1.66 GB

MySQL 8.5 MB 1.06 GB 10.52 MB 1.08 GB

Table 4.3: Storage comparison between the multi-layer inverted file strategy,

the Flint database from Xapian, and using MySQL for the indexing of 93,458

documents of the AQUAINT corpus

The Flint database occupies a large amount of disk space for the term

list, which in the syntactic relation case, holds the concatenated version

of every syntactic pair with their positional information. For instance,

the sentence “Orpheus loves Eurydice” would contain two positions. Posi-

tion 1 would contain the relations (Orpheus > subj), (Orpheus+ love), and

(love < subj); and position 2 would contain the relations (Eurydice > obj),

(Eurydice+ love), and (love < obj). This causes the number of terms to be

very large as can be observed in Table 4.3.

For the MySQL approach, because of the relational database capability of

storing relational data, there is no need to build the syntactic relations in the

term list, which showed to be quite optimised. The term list occupies 8.5MB,

which is a fraction of the memory usage of the other techniques. However,

the posting list can be quite large due to the need for representing relations

by reproducing all combinations of term IDs and relation IDs.

More details on the implementation of the multi-layer index are shown in

Appendix A, but it is important to note that the multi-layer implementation

does not use any compression techniques beside the focus of not representing

redundant information; this reduces the index size but may compromise the

speed.

4.5.2 Speed Performance

The large amount of data that needs to be indexed implies that the indexing

process of an IR system must be fast enough to handle it. There is also an

expectation that the system response to a query should be fast. Because of
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Time (s) Documents/Seconds

Multi-layer 378.03 247.22

Xapian 338.22 276.32

Table 4.4: Comparison of BoW indexing times between the multi-layer in-

verted file strategy and the Xapian IR tool using 93,458 documents

this, speed performance is one of the main concerns of IR. It is important to

have a system that can produce reliable results and still perform its function

in a timely manner. Even though we are not necessarily focusing on the

speed of the indexing and retrieval components at this stage, the multi-layer

indexing strategy has achieved this goal by allowing a fast indexing and

retrieval of information.

We have observed that the speed for the multi-layer approach is slower

than state-of-the-art retrieval systems for BoW retrieval. Table 4.4 shows

a comparison between the indexing speeds of the multi-layer approach and

the Xapian system. The machine used for all experiments in this chapter is

an Intel(R) Pentium(R) 4 HT 2.80GHz with 2.0 GB RAM. We can observe

that the Xapian system outperforms our approach for BoW indexing. How-

ever, the same small difference of performance is observed in favour of the

multi-layer technique when comparing with the Xapian system for the in-

dexing of syntactic dependency relations (Table 4.5). Even though the time

measurement does not include parsing, which is performed offline, there is

a significant speed difference between the BoW indexing and the syntactic

dependency relations. This difference is due to the extra parsing time to

extract the dependency relations (which is more demanding than the BoW

tokenisation), and in the case of the Xapian IR tool the large vocabulary

size caused it to be slower than our system. The MySQL approach is by far

the slowest indexing approach, performing at least four times slower than

the other techniques.

The purpose of an IR system is to obtain lists of documents for user

queries; therefore, the architecture of most index databases focuses on im-

proving the speed of retrieval. Our system, on the other hand, is designed

112



4.5. PERFORMANCE EVALUATION

Time (s) Documents/Seconds

Multi-layer 796.73 117.30

Xapian 890.42 104.96

MySQL 3,531.10 26.47

Table 4.5: Comparison of the indexing times of 93,458 syntactically parsed

documents

Time (s) Queries/Seconds

Multi-layer 14.30 24.55

Xapian 4.77 73.58

Table 4.6: Retrieval time of 351 BoW queries of the multi-layer inverted file

strategy and the Xapian IR tool

to provide a fast-enough access to the retrieval of relational information, but

not necessarily to provide the fastest access possible.

Table 4.6 shows a comparison between the retrieval speeds of the multi-

layer approach and the Xapian system using the indices of Table 4.4 with

TREC Questions from the 2004 QA track. The comparison shows that

Xapian is able to retrieve queries many times faster than our approach.

This does not invalidate our approach since the multi-layer retrieval speed

of 24.55 queries per second is a rate that allows us to perform comparative

experiments using a large amount of questions in a short time. For example,

we can retrieve the 1448 questions from the TREC 2004, 2005, and 2006 in

less than one minute.

For the syntactically parsed documents, the performance of the retrieval

component degrades significantly. As we can observe in Table 4.7, the perfor-

mance of all techniques is at least six times slower than the BoW. However,

on the contrary to the BoW results the multi-layer approach is significantly

faster than Xapian. Similar to the indexing performance, MySQL is the

worst performance technique even though the MySQL system is developed

with extensive use of term caching and offline indexing of tables4 to improve

4Most of the table indexing was done after the IR indexing phase but before the IR

retrieval phase.
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# Text Baseform Syntactic rel. Syntax and morphology

1 Who who subj:>2 @SUBJ %NH <Interr> PRON WH NOM

2 loves love main:>0 @+FMAINV %VA V PRES SG3

3 Eurydice eurydice obj:>2 @OBJ %NH Heur N NOM SG

4 ? ?

5 <p> <p>

Figure 4.12: Representation of the question “Who loves Eurydice?” when

syntactically parsed using the Connexor dependency parser

Time (s) Queries/Seconds

Multi-layer 92 3.82

Xapian 154 2.28

MySQL 167 2.10

Table 4.7: Retrieval time of 351 queries for syntactically parsed documents

retrieval performance over standard query intensive MySQL retrieval. An

example of a syntactically parsed query is given in Figure 4.12.

4.6 Concluding Remarks

In this chapter, we presented an inverted file structure that incorporates

different layers in order to represent different types of information. We

presented different ways that the multi-layer representation can be used to

represent different types of linguistic information, and we have proposed a

triple vector space based ranking strategy for retrieving relations using the

proposed structure. Finally, we showed the feasibility of the multi-layer in-

dexing techniques by measuring the speed of indexing and retrieving as well

as the size of the database it generates. We have shown that the multi-

layer approach uses less disk space and performs faster for both indexing

and retrieval of relational information than a state-of-the-art BoW retrieval

tool.
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5
Question Prediction Language Model

It has long been discussed that semantic models are able to help in tasks

such as QA and IR, however, few studies have made use of such models;

some exceptions include [66, 102, 134, 141]. A common problem with these

studies is the poor coverage of the semantic resources, causing the techniques

to be of limited utility [134].

This chapter proposes the use of a language representation that specifies

the relationship between the terms of a sentence using question words. The

proposed representation is tailored to help the search for documents that

contain an answer to a natural language question.

We describe a language model that focuses on extracting a simple se-

mantic representation of English texts that can be easily stored in digital

databases and processed by IR tools. We focus on extracting a particu-

lar kind of information that helps to find the location of a text that has

some likelihood of answering a specific kind of question. The model and its

semantics are defined as the Question Prediction Language Model (QPLM).

This chapter is divided into four sections. Section 5.1 presents the Ques-

tion Prediction Language Model, some of its features and a comparison with

other semantic annotation models. Section 5.2 proposes some usages for

the QPLM model and Section 5.3 describes how the model is built, how it

is applied to text and discusses some performance evaluations. Section 5.4

completes the chapter with some concluding remarks and future work.
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5.1 Model Definition

QPLM represents sentences by specifying the semantic relationship among

its words using question words. In this way, we focus on dividing the problem

of representing a large sentence into a number of small questions that could

be asked about its components.

Each small question is represented as a triple as specified in Equation (5.1):

〈Q(W) → A〉 (5.1)

Where Q is a question word, W is a word concerning Q, and A is a word

answering the relation between Q and W.

The relation Q is represented as a question word such as Who or Where,

but more importantly, it should represent what question can be asked about

term W that the term A would suffice as an answer. QPLM represents the

relationship among keywords of a sentence as short questions in a way that a

sentence such as “John eats ham” is represented by the following two triples:

〈Who(eat) → John〉 and 〈What(eat) → ham〉. With QPLM, it is possible

to answer short questions that focus on events in between the context of a

sentence, such as “Who eats ham?” and “What does John eat?”

As another example, the relation between John and asked in the sentence

“John asked for a flag to be placed in every school” could be understood either

as a question about the action that John performed or about the person

that has asked something, depending on which word is used as W or A.

The relation between W and A can be closely related to syntax such as the

subject and object relationships, or it can define a more semantic type of

relation such as cause and effect. An example of a cause and effect relation is

the one between died and cancer in the sentence “John died of liver cancer”.

Such relations are defined by the question word Why in QPLM.

The usage of question words such as Who, What and Why allows the

model to closely resemble natural language questions. It is our intention

to maintain the resemblance to real questions so when converting natural
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QPLM: 〈Q(W) → A〉 sentence

〈Who(dance) → couple〉: “The coupleA dancedW the samba”

〈Whom(award) → Marc〉: “The prize was awardedW to MarcA”

〈Where(land) → Sydney〉: “The aeroplane landedW in SydneyA”

〈FromWhere(depart) → Perth〉: “They will departW from PerthA today”

〈ToWhere(go) → London〉: “They wentW to LondonA yesterday”

〈HowMany(orange) → ten〉: “He ate tenA orangesW ”

〈HowOld(John) → eight〉: “JohnW is eightA years old”

〈When(open) → Friday〉: “The play opensW on FridayA”

〈Why(oversleep) → depressed〉: “Brad oversleptW because he was depressedA”

Figure 5.1: Examples of sentences and QPLM triples

language questions to QPLM, the part containing the question word will

force the relation between the question word and their main verb to be

the same as the question word. For instance, because the question “Who

danced?” has the relation between Who and danced defined as Who, it cre-

ates the QPLM triple 〈Who(dance) → Who〉. In this case the term Who

that occupies the A position behaves like a wildcard. The advantage of hav-

ing the question word represented as itself in the QPLM is that it is then

possible to look for sentences that answer a question by filling the space

occupied by the placeholder question word. If needed, a further constraint

can be placed on the type of the answer that fits the placeholder location.

For the previous question, the sentence “The couple danced” is represented

as 〈Who(dance) → couple〉 which is a good match for the question triple

〈Who(dance) → Who〉.

Choosing which question word Q is used in the relation between W and

A is done by defining what question is A answering in relation to W. The

types of question are defined depending on the purpose of the task and the

corpus used. Some examples of the relations used by QPLM are shown on

Figure 5.1.

Some of these relations can be ambiguous and are presented as a hierar-

chy. This hierarchy is needed when the context provided to the annotation
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7→ Subj, 35248 7→ Who, 13

7→ Obj, 44513 7→ Whom, 1237

7→ Adv, 4473 7→ How, 4013 7→ HowFar, 1

7→ HowLong, 48

7→ HowMuch, 4074

7→ HowOld, 9

7→ Why, 2180

7→ Where, 4935 7→ FromWhere

7→ ToWhere

7→ When, 9394

7→ Do, 7172

7→ What, 3330 7→ ToWhat, 5760 7→ ToWhom, 18

7→ AboutWhat, 179

7→ AboveWhat, 5

7→ AfterWhat, 3

7→ AgainstWhat, 71

7→ AroundWhat, 8

7→ AsWhat, 779

7→ AtWhat, 161

7→ What 7→ BeforeWhat, 1

7→ BehindWhat, 2

7→ BelowWhat, 8

7→ BeneathWhat, 3

7→ BetweenWhat, 43

7→ BeyondWhat, 4

7→ ByWhat, 2063

7→ ForWhat, 1027

7→ FromWhat, 995

7→ IntoWhat, 321

7→ InWhat, 742

7→ LikeWhat, 44

7→ OfWhat, 337

7→ OnWhat, 947

7→ OutOfWhat, 20

7→ OverWhat, 71

7→ UnderWhat, 20

7→ WithWhat, 1130

Figure 5.2: Hierarchy of QPLM’s question labels. The numbers on the

right side represent the number of times the label appears in the QPLM

representation of PropBank.

is not sufficient to make a distinction on a more specific label, and when the

level of specification does not reflect the desired semantics. For instance, as

illustrated in Figure 5.1, we add the prepositions From and To to the rela-

tion Where, creating the relations FromWhere and ToWhere, which solves

the direction ambiguity of Where when required. For the sentence “The

aeroplane landed in Sydney”, the correct annotation for the relation between

landed and Sydney is the more generic label Where, not the more specific

FromWhere or ToWhere. Figure 5.2 presents a manually built hierarchy of

questions types that are used with QPLM. All the labels of this hierarchy

were chosen when performing the conversion of PropBank to QPLM (this

process will be highlighted in Section 5.3.1).

As observed in Figure 5.2, some labels such as subj, obj, adv and do are not

in the wh-question format. One of the reasons is that it would be incorrect to

use a label Who or Whom together with a non-person or organisation; also,

many obj relations would have a generic What label associated to it, which

would cause the classification to be very generic. The hierarchy presented

in Figure 5.2 is not entirely linguistically motivated. Because some of these
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labels can form different sub-branches of the classification, we decided on a

simplified model where for example, the distinction between What questions

are more on the string level than the semantic of the relations.

5.1.1 Directional Semantic Relations

QPLM represents word-to-word relations, focusing on scalability, rather than

completeness, as the number of questions for any given literary material can

be extremely large. In this format, every relation between two words could

be represented as at least two questions. Taking the sentence “John runs”, we

can understand it over two distinct points of view: (1) John does the action

of running, and (2) the person who runs is John. Therefore, we can generate

two questions about this relationship: (a) “Who runs?”, and (b) “What does

John do?”. QPLM represents only one of these questions, even though every

relation can generate two distinct questions, one from each direction of the

relation. When choosing between the two options of question formulation,

the main word (head) of the relation should be selected as the W term. In

the previous example QPLM will only create the triple 〈Who(run) → John〉

and will not create the triple 〈WhatDo(John) → run〉, because the second

triple provides redundant information.

5.1.2 Natural Language Question Generation

The sentence representation created by QPLM works at word level relations.

In this way, several triples are formed for every sentence converted to the

QPLM representation allowing natural language questions to be generated.

The sentence “Today, John decided to buy Intel stocks on the NASDAQ ex-

change” and its QPLM triples, represented in Figure 5.3, can be represented

as a directed graph of semantic relations, as shown in Figure 5.4.

Figure 5.4 illustrate that these type of relations are different to syntactic

parse trees, and that they are better represented as graphs. We can also

observe that when a node is removed from this graph, a full NL question

regarding the sentence can be asked using the remainder of the graph and
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“Today, John decided to buy Intel stocks on the NASDAQ exchange”

〈When(decide) → today〉

〈Who(decide) → John〉

〈What(decide) → buy〉

〈Who(buy) → John〉

〈What(buy) → stock〉

〈Which(stock) → Intel〉

〈Where(buy) → exchange〉

〈Which(exchange) → NASDAQ〉

Figure 5.3: QPLM representation

e x c h a n g eb u y

In te l

w h o w h e n     

 w h a t

 whe re     

 w h a t  w h i c h

w h o

J o h n d e c i d e T o d a y

N A S D A Qs t o c k
   w h i c h

Figure 5.4: Graph representation

answered with the removed node. For instance, by removing the term John,

we can create the question “Who decided to buy Intel stocks on the NASDAQ

exchange today?”. The same is valid for every node, creating the question set

represented in Table 5.1. Observe that the deletion of node buy creates the

question “What did John decide?”, which requires an answer centred on the

clause of the deleted node: “to buy Intel stocks on the NASDAQ exchange”.

The language model created using the proposed semantic representation

is given the name of Question Prediction Language Model because of its

feature of being able to generate full natural language questions from the

relations among its triples.

5.1.3 Comparison with Existing Work

QPLM represents a labelled semantic relation between two words in a sen-
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Node/Answer Question

Today When did John decide to buy Intel stocks on the NASDAQ exchange?

John Who decided to buy Intel stocks on the NASDAQ exchange today?

decided What did John do?

buy What did John decide today?

stock What did John decide to buy on the NASDAQ exchange today?

Intel Which stock did John decide to buy on the NASDAQ exchange today?

exchange Where did John decide to buy Intel stock today?

NASDAQ On which exchange did John decide to buy Intel stock today?

Table 5.1: Question generation for example sentence

tence via semantic triples. The type of semantic relations represented by

QPLM has similarities with existing models, such as the one used by SRL

tools [87] and the model proposed by Litkowski [77].

SRL represents the relations between a predicate and their arguments as

previously described in Section 2.4.2. PropBank [107] is a manually anno-

tated corpus with semantic roles, which provides the basis for many SRL

tools [71, 142]. Even though these tools have proven to be quite accu-

rate (with F1 up to 80% [87]), they demand a computational power that

is not available to most research groups when working with medium-to

large corpora. In our experience, the annotation of a 3 GB corpus such

as the AQUAINT [50], using a SRL tool such as SwiRL from Surdeanu and

Turmo [142], can take more than one year using a standard PC configura-

tion.1 In our experiments with the SwiRL tool, it takes three minutes to

parse one AQUAINT article (with more than one million in total), which

means we would need six years of machine power to be able to completely

parse the AQUAINT corpus.

QPLM was developed as an alternative annotation for semantic relations

that can efficiently process large quantities of text. The semantic relations of

QPLM assigns relations between words instead of noun phrase-to-predicate

relations of PropBank semantic roles. A similar approach using semantic

relation triples is taken by Litkowski [77] in his QA system. As described in

1Intel(R) Pentium(R) 4 HT 2.80GHz with 2.0 GB RAM
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Section 2.4.2.1, Litkowski’s semantic relation triples use surrogate terms to

represent the semantic roles such as SUBJ, OBJ, TIME, NUM, ADJMOD

and the prepositions that head prepositional phrases.

Litkowski’s triples are based on handcrafted heuristics of syntactic clues.

QPLM also relies on syntax, however as we will describe in Section 5.3.2,

QPLM uses automatically learned rules to generate the semantic relations

and it simplifies the relations to a word-to-word level. Differing from Litkowski,

QPLM presents a hierarchy of semantic relations that can be more specific

for certain cases (e.g. FromWhere, Who) and more generic in others (e.g.

What).

SRL and the semantic relation triples from Litkowski have been shown

to aid the QA task [77, 78, 79, 80]. However, little has been discussed about

speed performance and its usage on IR beyond the answer extraction task

of QA. The kind of semantic information used in QPLM is a simplified,

but comprehensive, annotation scheme that allows an effective indexing and

retrieval of information.

5.2 Using QPLM

QPLM is a way of representing documents using semantic relations between

words in a sentence. It involves an uncomplicated structure that allows the

representation of a powerful type of semantic relation. This structure and its

information allow the usage of such a model in a range of language oriented

processing tasks.

QPLM was named after its question generation feature, which takes a

sentence and creates a list of simple questions that the sentence is able to

answer. Examining the Remedia corpus published by Remedia Corporation

and annotated by MITRE Corporation [58], we noticed that many of the

questions used could have been generated by QPLM. Figure 5.5 on page 123

shows a document from the Remedia corpus and its questions.

QPLM could be used to automatically create or assist the creation of a

reading comprehension task and its evaluation using simple text. However,
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1989 Remedia Publications, Comprehension/5W’s2

Sailors End Long Trip

(SOUTH SEA ISLANDS, August 1, 1947) Six sailors finished a 5,000-mile

sailboat trip yesterday. The men crossed the sea just like people did long

ago. Their boat did not have an engine. All they had were oars. The

men left Peru on April 28. They wanted to show how, in the past, people

traveled miles across the seas. For supplies, they took food and water.

They cooked fish on a small stove. For company, they took along a parrot.

The captain’s name is Thor1. Since he landed, he has told many tales.

Often, he and his crew ran into storms. One time, someone fell overboard.

They quickly saved him with ropes. For months they did not see land.

At last, they spotted some birds. But more weeks went by without land.

On day 101 of the trip, they reached the shores of the South

Sea Islands3. The name of their boat is the Kon Tiki2. It trav-

eled 4,950 miles. But the men don’t plan to sail it back to Peru. They will

take a ship home. They are going to let someone else do all that hard work.

1. Who is the captain of the sailboat?

2. What is the name of the boat?

3. When did they reach the shore?

4. Where did the trip start?

5. Why did they make the trip?

Figure 5.5: Example document from the Remedia corpus. Question 1, 2

and 3 could have been generated by QPLM. The sentences that could have

been used to generate these questions, and that contain their answers are

highlighted and marked with the respective question number.
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the simple questions of the Remedia corpus are unlikely to be similar to the

ones used in modern QA systems. For this reason, the main proposed usage

of QPLM for QA does not include question generation.

The task of finding answers for questions often demands knowledge that

spans across several sentences as well as different documents. Even though

QPLM works on the sentence level, the additional information that QPLM

provides to words alone will likely help to find the answer even among dis-

connected relations.

5.2.1 A Partial Question Answering System

The proposed usage of QPLM involves the development of an IR technique

that resembles a QA system. The resemblance is because QPLM allows

more than just the retrieval of information, it also implicitly analyses the

question and indicates a possible answer. One could see QPLM as a semi-

QA technique, since QPLM by itself will not constitute a full QA system nor

would it perform as one.

5.2.1.1 QPLM for Question Analysis

Question Analysis focuses on finding what type of answer is required by a

question, as described in Section 2.2.3.1. QPLM represents all sentences,

including questions, as small questions regarding the relation between its

words. When converting a question to QPLM the question word is treated

similarly to the sentence words, causing it to occupy the A position in the

QPLM triple. At the same time, the same question word will be assigned to

the Q position.

The QPLM representation of questions, which assigns the same question

word for both the Q and the A positions, allows a form of question analysis.

This representation informs us that a particular question expects an answer

to fill the A slot occupied by the question word. For instance, the question

“Where did Chavez graduate from?” is represented by the following triples:

〈Where(graduate) → Where〉, 〈Who(graduate) → Chavez〉.
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Question and Answer QPLM representation

Who killed JFK? 〈Who(kill) → Who〉, 〈Whom(kill) → JFK〉

JFK was killed by Oswald 〈Who(kill) → Oswald〉, 〈Whom(kill) → JFK〉

When was Hitchcock born? 〈When(born) → When〉, 〈Who(born) → Hitchcock〉

Hitchcock was born in 1899 〈When(born) → 1899〉, 〈Who(born) → Hitchcock〉

Figure 5.6: Example of questions and matching answers with their QPLM

representation

This informs us that we are looking for a Where relation having graduate as

W and a location as the A part of the triple.

QPLM does not perform the same type of question analysis as standard

question analysers such as the trie classifier presented in Section 3.1. Stan-

dard question analysers find the EAT and the question focus, while QPLM

finds the type of relation and the place in the triple where the answer is likely

to appear. Even though QPLM does not explicitly define the EAT of the

question, the EAT can be defined by the type of named entity that is asso-

ciated with the rule with the question word in the A position. For instance,

the triple 〈Where(graduate) → WhereA〉 normally requires the A position

to be filled with a named entity of type location.

5.2.1.2 QPLM for Answer Extraction

As the process continues, if a sentence is found to contain a location filling the

correct slot of the triple, there is a possibility that the information in A is the

answer. The probability that the answer for a question is the one partially

matching the triple with the question word in A is higher when more triples

are matched in proximity to each other. Therefore, it is an indication of

an answer if a sentence triple partially matches a question triple containing

the question word in the A position. Figure 5.6 presents some examples of

question and answer representation.

The strategy of extracting answers by matching semantic triples is suc-

cessfully used in a QA system by Litkowski [77]. Even though he uses some

very specific categories that could limit the ability to answer questions, it
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provides results for as nearly 42% of the questions and had a MRR score

of 0.482, meaning that the correct answer is normally presented as the sec-

ond or third ranked. QLPM can be used by an answer extraction module

to deliver the same performance as the aforementioned module, due to the

similarity of the semantic triples used by the two works. However, in this

thesis we turn our focus away from directly trying to improve the extraction

of answers, to how this semantic technique can be applied to the IR stage,

so that it can retrieve better quality documents to improve the overall QA

results.

5.2.1.3 QPLM in Information Retrieval

IR is one of the main contributors for the QA task. If the IR component

performs poorly and the retrieval set does not contain the expected answer

for a question, it does not matter how well crafted the other QA components

are, the answer will still not be found. Because of this, we focus on using

QPLM in IR as a way to improve QA. The use of QPLM is possible by the

IR framework presented in Chapter 4, which allows relational information

to be incorporated in the search data structures.

The framework includes the relation represented by QPLM in the index,

so that the relation can be easily retrieved. The addition of such relations

presents a major challenge to the IR tool. QPLM demands that all keywords

and relations are indexed, as it requires the ability to fully and partially

match a QPLM triple. A full match of triples means that Q, W and A will

be the same for the search index and query. In a similar way, a partial match

occurs when two components of the triple are found to be the same. The

focus on partial matching is important since it allows the retrieval of similar

triples even when they are not the same and it will permit the indication of

a possible answer when the question word occupies the A position.
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Figure 5.7: Overview of the process of creation and usage of pattern rules

5.3 Building QPLM

Because some of the semantic relations in QPLM correlate with syntax, we

perform the semantic evaluation process by applying some mapping rules

from syntactic parse trees to our triples. We create the rules automatically

in order to obtain a portable and scalable method.

A training set of QPLM triples is created using mapping rules from a

corpus of semantic role labels. Using a syntactic parser and a named-entity

recogniser with our training set, we are able to learn pattern rules that we

further apply in the processing of the AQUAINT corpus. A brief graphi-

cal representation of the process described in this section is illustrated in

Figure 5.7.

PropBank [107] is a corpus with annotated predicate-argument relations

from the same newswire source of information as the Penn Treebank.2 We

used PropBank as our starting point because it comprises the same consis-

tent textual style, and the predicate-argument relations (also referred to as

semantic roles) can be mapped to QPLM triples.

We studied the possibility of using SRL tools to perform the semantic

annotation; however, our experiments using these tools showed us that they

have not yet achieved a reasonable speed performance. As discussed on

page 121, SwiRL would take a few years to fully process the AQUAINT

corpus. By contrast, our system takes a couple of days if all the necessary

information is already at hand; adding the time required for syntactic parsing

and named-entity recognition, the total processing period is not longer than

two weeks.
2http://www.cis.upenn.edu/~treebank
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Figure 5.8: Process of mapping PropBank into QPLM

5.3.1 From PropBank to QPLM

PropBank is processed through a set of mapping rules from the predicate-

argument relations to QPLM. This process is illustrated in Figure 5.8. We

have manually created a set of mapping rules that are applied to the Prop-

Bank corpus to convert it to a QPLM format. Because the argument struc-

ture of QPLM is made of noun-phrases and QPLM uses only words, we

applied a set of heuristics over the syntactic parser to extract the most im-

portant word of the argument. These heuristics will be defined shortly in

this section.

Using a PropBank map as our training data gives us the benefit of a

large training set, but at the same time, it will only create relations that are

present in PropBank, thereby excluding some relations that we may wish to

include. For instance, relations that do not involve any action are omitted in

PropBank, such as the ownership relation in (〈Whose(car) → Maria〉) and

the quantity relation in (〈HowMany(country) → twenty〉)).

Observing how predicates, arguments and function tags relate to each

other, we manually created a set of rules mapping from argument-predicate

relations to the QPLM. Figure 5.9 shows two examples of mapping rules

from PropBank to QPLM, represented in the Python programming language.

The rules are represented as embedded Python dictionaries. The dictionary

is primarily indexed by argument number which then contains another dic-

tionary structure indexed by functional tags, which then contains a dictio-

nary indexed by predicates. The conversion process will navigate through

this structure with the PropBank information until it finds the appropriate
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SRToQPDict["ARG1"][’AROUND’] = {’*’:’Where’,}

SRToQPDict["ARG2"][’AROUND’] = {’*’:’AroundWhat’, ’price’:’HowMuch’, \

’gather’:’Where’, ’spread’:’Where’, \

’sprinkle’:’Where’, ’tangle’:’Where’}

Figure 5.9: Example of Python mapping rules from PropBank into QPLM

QPLM conversion; if no specific match is found, the most specific wildcard

relation (marked with ’*’) is used. For instance, we convert an arg1 with

function tag AROUND to a Where relationship, since this relationship al-

ways appears with a meaning related to being around somewhere. However,

not all PropBank relations can be clearly mapped into QPLM: when differ-

ent QPLM representation were possible, the most generic QPLM relation of

them was chosen (i.e. Where, instead of ToWhere). Another example of rule

in Figure 5.9 tells that an arg2 with function tag AROUND in PropBank

will be converted into AroundWhat unless if involves the predicate price,

which converts to HowMuch, and the predicates gather, spread, sprinkle, and

tangle, which convert to Where.

It is important to stress that if PropBank is extended with additional

sentences, the conversion rules will still be applicable to convert this extended

corpus. However, if PropBank changes its way of representing semantic role

information (argument numbers and functional tags), a new mapping would

be required.

As previously specified in Section 5.1.3, the basic differences between

both models is that the QPLM triple contains a label representing a more

specific semantic relation, and that it associates only the head of the linked

phrases. For instance, the sentence “The retired professor received a lifetime

achievement award” is represented as follows:

(1) PropBank Semantic Roles: [arg0 The retired professor] [pred re-

ceived] [arg1 a lifetime achievement award].

(2) QPLM: 〈Who(receive) → professor〉, 〈What(receive) → award〉
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As can be observed in (1), SRL does not provide information about which

is the main term of each argument (normally the head of a phrase), while in

(2), QPLM represents relations between the phrase heads. In order to find

the phrase head, we applied the Connexor syntactic parser [143] to Prop-

Bank sentences. However, the phrase heads are not always clearly defined

(particularly when the syntactic parse tree is broken due to problems in the

parser), which creates an extra difficulty for the mapping process. When

a syntactic path cannot be found between predicates and any of the words

from the argument, we try to find the head of the phrase by syntactically

parsing the phrase by itself. If this also fails to provide us with a head, we

simply use the first available non-stopword if possible.

The stage of finding the related phrasal heads showed to be quite im-

portant, because not only we would be defining which words relate to each

other, but also because if a broken parse tree is found, no rules could be

learned from the resulting QPLM triple. An analysis of the data showed us

that 68% of the QPLM triples derived from PropBank were generated from

an unbroken parse, while the rest used some of the other methods.

Even though our model has similarities with SRL, we are taking a step

further in the sense of semantic representation. QPLM has a finer seman-

tic representation, meaning that a predicate argument relation in PropBank

might have different representations in QPLM. Our mapping rules takes

into consideration not only the number of the argument (e.g., arg0 and

arg1 ) but also the predicate involved and the POS or named entity of the

related words. For instance, the representation between the verbs and the

subjects of the sentences “The car travels along the road” and “John travels

to Hawaii” are represented by the same argument type in ProbBank style

semantic roles (in this case arg0 ). In contrast, QPLM uses different relation-

ships to represent whether the agent of the predicate travel is a person or not.

Consequently, QPLM builds the following triples 〈Who(travel) → John〉 and

〈What(travel) → car〉.

Even though we cover different aspects of PropBank in our mapping,
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we observed that many predicates hold different meanings for the same ar-

guments, which creates a problem for our mapping strategy. This problem

is not fixed because of the prohibitive amount of work needed to manually

mark all the different meanings for the same predicate in different sentences.

In these cases, where the same predicates and the same argument represent

different semantics according to the QPLM, we chose the one most repre-

sentative for the set of sentences using that predicate and argument. For

instance, the argument number 3 of predicate spend for the majority of the

cases represents a quantity of money that is spent (a HowMuch label), how-

ever we have one case where the argument is cash (a What label). This

type of mapping compromises the accuracy of our conversion, however a

randomly selected set of 40 documents was manually evaluated showing that

nearly 90% of the QPLM triples are correctly converted. After the mapping

is finalised, we obtain a training set of 60,636 rules, including all types of

semantic relations from Figure 5.2.

5.3.2 Rule Learning

The PropBank corpus, after being automatically converted to QPLM triples,

is used to learn the rules that are used to find the QPLM information of plain

text. The QPLM annotation relies on the output of a syntactic parser and of

a named-entity recogniser for its annotation and for the rule learning process.

We are currently using Connexor [143] for syntax parsing and LingPipe3 to

recognise NEs. Our semantic model uses pattern rules (PRules) created from

the representation of the same sentence as syntactic parse trees, MUC style

named entity [52], and a list of QPLM triples. PRules describe which QPLM

triple can be created from what path of syntactic dependencies with named

entities. PRules have a simple human-readable representation that can be

manually modified if required. For instance the following PRule defines that

if a person is the subject of an active verb, then a Who triple is created:

〈Who(W) → A〉: A
person

subj
−→ W

va

3http://www.alias-i.com/lingpipe
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Figure 5.10: Process of learning pattern rules for QPLM

The process illustrated in Figure 5.10 learns a set of PRules using the

different types of information shown in Figure 5.11.

1. We use the syntactic parse tree and the named-entity representation,

and replace the part of speech of the named entities in the parse tree by

their named-entity category. We flatten this syntactic representation

by identifying all the leaf-to-root links. These syntactic leaf-to-root

paths combined with the named-entity information is defined as S+NE

paths. For instance, Figure 5.12 shows the S+NE paths for the parse

tree and named entities that are presented in Figure 5.11.

2. For every QPLM triple, we look for links between the W and A el-

ements in all S+NE paths. If a match is found we copy the portion

of the S+NE that contains the elements, change the element to their

generic names (W and A), and create a PRule for the QPLM con-

version. For instance, as shown in Figure 5.13 every QPLM triple of

Figure 5.11 can be found in the S+NE paths of Figure 5.12; the paths

between all W and A are recorded as a PRule as shown in Figure 5.14.

3. Every PRule contains a frequency count that is computed over every

sentence of the training corpus (PropBank mapped to QPLM). For

instance, if the sentence “Maria eats” is analysed after the example of

Figure 5.14, the frequency count of PRule (a) will be incremented by

one. This is because they have similar S+NE paths and QPLM triples:

132



5.3. BUILDING QPLM

Original:

John kicked the ball bought by Susan.

QPLM:

〈Who(kick) → John〉, 〈What(kick) → ball〉,

〈Which(ball) → buy〉, 〈Who(buy) → Susan〉

Syntactic Dependency Trees:

J o h n
n p

k i c k
v a

t h e
d e t

ba l l
n n

b u y
v p

b y
p r e p

S u s a n
n p

s u b j o b j

d e t m o d

a g t

p c o m p

Named Entities:

<ENAMEX Type=NAME> John </ENAMEX> kicked the ball bought by

<ENAMEX Type=NAME> Susan </ENAMEX>.

Figure 5.11: The information types used for training are QPLM triples,

syntactic dependency trees and named entities. We demonstrate these types

using the original sentence “John kicked the ball bought by Susan”.

they describe a subject relation between a person and an active verb,

creating a QPLM triple of the type 〈Who(W) → A〉.

After computing all the training files, we would have a resulting PRule

file containing all possible S+NE paths that can generate the manually-

defined triples. If an S+NE path cannot be found then a PRule cannot be

generated and the current training triple is skipped. Because the learning

process basically consists of matching paths and counting frequencies, the

training process is very fast and is equivalent to the time it takes to read

the input files. In the forementioned Intel(R) Pentium(R) 4 machine, the

training time is slightly over 2 minutes.
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Figure 5.12: S+NE Paths created from the syntactic tree and named entities

of Figure 5.11

(a) 〈Who(kick) → John〉
J o h n

p e r s o n

k i c k
v as u b j

(b) 〈What(kick) → ball〉

k i c k
v a

ba l l
n n

o b j

(c) 〈Which(ball) → buy〉

ba l l
n n

b u y
v p

m o d

(d) 〈Who(buy) → Susan〉

b u y
v p

b y
p r e p

S u s a n
p e r s o n

a g t

p c o m p

Figure 5.13: Matches of QPLM triples in S+NE Paths

5.3.3 Applying QPLM

Using the training corpus described above, we found all the PRules needed in

order to generate the semantic triples when having an S+NE representation.

Figure 5.15 illustrates this process. The rules are grouped by QPLM triples,

having their S+NE paths attached with a frequency value. This frequency

value represents how many times an S+NE path is used to create a PRule

in the training corpus.

To convert S+NE files into QPLM, we start by applying the most im-

portant PRules, which are those with the highest frequency values. It is also

important to observe that if an S+NE path generates different QPLM triples,

we only need to apply the one with the higher frequency. For instance, if
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(a) 〈Who(W) → A〉

p e r s o n

v as u b j

(b) 〈What(W) → A〉
v a

n n

o b j

(c) 〈Which(W) → A〉
n n

v p

m o d

(d) 〈Who(W) → A〉

v p

b y
p r e p

p e r s o n

a g t

p c o m p

Figure 5.14: PRules created from the matches of Figure 5.13

A Q U A I N T C o n n e x o r

Q P L M
p a t t e r n  r u l e s

( P R u l e s )

L i n g P i p e Q P L M  
a n n o t a t i o n

A Q U A I N T  
a s

Q P L M
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Figure 5.15: QPLM annotation

the pattern wperson
subj ⇒ ava is associated with the triple 〈Who(W) → A〉

with frequency of 8 and with the triple 〈Where(W) → A〉 with a frequency

of 2, the S+NE path will only generate the Who triple. Because frequency

is the decisive factor, we have 20% chance of wrongly assigning an incorrect

semantic label.

We observed that more precise PRules could be created taking into ac-

count that some verbs generate a different QPLM triple for the same S+NE

path. These new PRules (which we refer to as FW) are defined with a fixed

W becoming less frequent but at the same time more precise. The precision

of FW rules combined with the generality of the previous ones (which we

refer to as GN) assure us that we have a correct analysis of a known verb as

well as fair guess of an unseen one. To ensure that known verbs are evaluated

first by the more precise FW rules, we assign a much higher weight to those

rules than GN rules. An evaluation using the combination of both types of

rules has shown that assigning a weight 800 times higher to FW than to GN

gives us the best results.
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We have noticed that many PRules will not be activated during annota-

tion because they are shadowed by more frequent (and thus more important)

rules. We remove these rules, which accounted for 12% of the total number

of PRules. We have also observed that a large number of PRules have a

frequency of one, which in many cases represent either noisy or very spe-

cific information. We remove these rules because they negatively impact

the speed of the system and do not contribute much to the accuracy. In-

evitably, the lower number of PRules causes a decrease in recall, which is

more salient when taking into account the FW rules. Even though we expe-

rience a decrease in recall, removing low frequent PRules causes the removal

of abnormal PRules that are generated by parsing errors. This causes the

PRules set to be reduced to 56% of its original size.

Using this training set, we performed a 10-fold cross-validation. We

trained using one part of the corpus and tested using the other nine parts;

we repeated the process until all the ten parts are used for training. This

has showed us that our annotation has a recall of 24.6%, where recall is the

percentage of QPLM triples in the training set that are correctly generated

by the annotation process.

The reduction of the training set to improve the speed, combined with

the fact that 68% of the PropBank mapping could not generate rules due to

broken parse trees, resulted in an upper limit of recall of 38%. This means

that the obtained recall of nearly 25% is not far from the hypothetical upper

limit, which suggests that the best way to improve the QPLM annotation is

through optimizing the training set.

The presented recall values are measured using existing relations in the

training set. We define precision for QPLM as the percentage of triples that

are correctly annotated. Therefore, precision in this setting can only be mea-

sured manually since the annotation technique can generate QPLM triples

that are correct but are not present in the training set. On average, QPLM

generates three times the amount of triples of its PropBank representation.

This includes relations that are not present in the PropBank representation
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Triple Freq. × PRule Example Sentence

〈Where(W) → A〉 288×
A
eh

cla
−→ W

va

UnderA stress, some people

cannot workW efficiently

〈HowMuch(W) → A〉 105×
A
nh

pcomp
−→

to
eh

goa
−→ W

va John drivesW to the beachA

Figure 5.16: Examples of badly selected rules that cause a decrease in per-

formance

such as relations between components of a noun phrase and including verbs

that are not the main verb of the predicate. A hand analysis of 40 annotated

documents has shown that 50.3% of the triples are correctly assigned.

During this evaluation, we have found that many errors made by QPLM

are due to badly selected rules. We postulate that manually correcting

or removing these rules can largely improve the precision of QPLM. Fig-

ure 5.16 shows some of these rules. For instance, we found a rule, which

existed 288 times in the training corpus, that specifies that the initial po-

sition of an adverbial clause (cla) creates the triple 〈Where(W) → A〉.

Another rule defines that if we find a prepositional complement (pcomp)

from the word “to” when it specifies a goal (goa) from the main verb, the

relation should be defined as 〈HowMuch(W) → A〉. These are clearly not

good rules since they create QPLM triples such as 〈Where(work) → under〉,

and 〈HowMuch(drive) → beach〉.

We realise that the performance of QPLM, in terms of recall and preci-

sion, can be greatly improved. Future improvements may include the use of

different syntactic parsers, named-entity recognisers, as well as the modifi-

cation of the set of semantic relations. Nevertheless, the relations found by

QPLM when used with IR have shown to improve its results, in particular

when applied to the QA task, as we will see in Chapter 6.

5.4 Concluding Remarks

This chapter presented the definition of an annotation model based on se-

mantic relations between sentence words. We have compared our rule based
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model, QPLM, against semantic role models such as FrameNet, PropBank

and the semantic relation triples of Litkowski [77]. We have demonstrated

how PropBank is mapped to QPLM triples so that conversion rules are ob-

tained for our system. We have discussed how QPLM is used, its performance

and its accuracy.

We have experienced difficulties due to errors of the Connexor parser.

As future work, we could use a different parser or integrate different parsers

as in the study of Nowson and Dale [104] to maximise the useful part of the

training set.

QPLM has room for improvement, in particular in regards to precision

and recall. We obtained a precision of around 50%, which appears to follow

current measurements of precision for SRL systems when considering unseen

predicates. However, this manual evaluation is performed over one of the

test sets of the 10-fold cross validation, and we are unsure of the amount of

unseen predicates in each of the validation sets. Future work will be carried

out in regards to this evaluation.

Despite the fixed question format of the QPLM annotation model, there

are possibilities to introduce extensions to its semantic model, where different

questions or labels can be added or removed. It is likely that different models

will provide different results, however it is important to stress that QPLM

was kept simple so that it could generate semantic triples much faster than

existing models. Although the addition of more complex labels or resolution

algorithms could add extra representability to QPLM, the overall advantage

might not justify the drop in speed performance. The evaluation of our

work is presented in Chapter 6 including a comparison between the usage of

QPLM and SRL for IR and QA.
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6
Evaluation

QPLM represents a sentence as a collection of triples 〈Q(W) → A〉, where

each triple specifies a question-style semantic relation between pairs of sen-

tence terms. This chapter evaluates whether relations of this type help to

find better answers for questions when used in the IR stage of a QA system.

The evaluation is done through comparison with standard IR techniques and

using them within QA systems.

Even though NLP has helped IR to achieve results that are more precise

over standard methods [139], NLP has failed to convince IR researchers of

its practical application. The main reason for this is that IR systems are

intended to be used as online processes, with speed performance being one

of the main issues; however, NLP research seems to focus more on accuracy

than on speed. The different speed/accuracy standpoints of IR and NLP

researchers separate both research areas. This chapter focuses on answer-

ing our second research question of whether linguistic information such as

syntactic dependencies, semantic role labels and QPLM can provide better

indication of relevance than BoW in IR for QA. This chapter is organised as

follows: Section 6.1 describes the setup of the experiments used to evaluate

the usage of QPLM in IR. Section 6.2 presents the results and Section 6.3

presents an analysis of the results along with future work.
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6.1 Experimental Setup

QPLM generates triples containing relations between sentence words. In

Chapter 5, we hypothesise that these relations assist IR in finding documents

that contain better answers for natural language questions; we will test this

hypothesis by experimentation. We have performed several experiments to

test the impact of QPLM on IR and on QA, and how it compares to other

similar methods such as syntactic relations and PropBank-style semantic

roles.

6.1.1 Corpus and Question Set

The basis of our evaluation is taken from the 2004, 2005 and 2006 QA Tracks

of TREC [32, 161, 162], which are standard testbeds for QA system compari-

son. The resources made available from these tracks provide a way of testing

systems outside the conference competition; of these resources, we use the

provided questions and the AQUAINT corpus. The AQUAINT corpus is

the collection of documents containing 375 million words from three differ-

ent sources of newswire data: The New York Times News Service (NYT),

The Associated Press Worldstream News Service (APW), and The Xinhua

News Service (XIE). All experiments presented in this chapter make use

of the AQUAINT corpus. Unless otherwise stated, the research presented

in this chapter is performed on the full extent of the AQUAINT corpus.

The exceptions explicitly indicate the document set used and the reasons for

using it.

Besides the AQUAINT corpus, we also use the evaluation scripts created

by Ken Litkowski, which were made available at the TREC website1. These

evaluation scripts can be used for either lenient or strict evaluations. In the

lenient evaluation, a document is labelled as correct if it contains the answer

pattern. On the other hand, the strict evaluation requires an answer to be

retrieved from a document that is known to contain a correct answer. As
1http://trec.nist.gov/data/qamain.html
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previously reported in the literature [75], and as we will describe shortly,

the evaluation scripts that are provided after the conference do not give the

same correctness of results that the participation in the conference does.

However, because of the lack of other automatic means of evaluating QA

results of TREC, we focus on these evaluation scripts and propose some

modifications to it, so that the results are more reliable.

6.1.1.1 Issues with the Evaluation Patterns

The evaluation scripts are built from the pool of answers obtained from the

responses of all participant QA systems in the respective years. The method

of automatically evaluating systems through pooling the results of TREC

competition has been regarded as effective in the IR field [158, 177]. The

pooling method uses the relevance judgements made from the top-n results

of each system that participated in the competition to create a list of rel-

evant documents. This list can be used to evaluate systems that have not

participated in the competition. However, Lin [75] describes such techniques

as ineffective for QA, citing reasons such as the use of unsupported answer

patterns and shallow pool depth of answers and supporting documents. Con-

sequently, the comparisons resulting from this evaluation may not represent

a precise grade of effectiveness of QA systems that did not participate in the

original QA track.

Despite the problems with the pool depth of the answer patterns, QA is

normally evaluated using the strict and the lenient measures. However, for

the task of IR for QA, strict metrics have a high likelihood of being unreliable

because of three main reasons. Firstly, the supporting document list for fac-

toid questions was built based on one single answer and one supporting doc-

ument for every system. Because many of these systems use a pre-compiled

set of documents per topic given by NIST, as shown by Monz [97], there

may be a bias towards the first documents of this list, and any modification

to the ranking order of the top documents in this retrieval list will likely to

be evaluated as bad, even though it might in fact improve the QA process.

141



CHAPTER 6. EVALUATION

Secondly, the pool of supporting documents cannot indicate the relevance

of a document that has not been manually evaluated, making it impossible

to measure the effectiveness of any different document retrieval technique

which aims at finding new and unseen documents. Thirdly, the pool of sup-

porting documents is small,2 which causes precision and coverage values to

be quite small and differences among techniques to be perceived as not to be

statistically significant. Despite these issues with the strict evaluation for IR

techniques, in addition to the standard lenient results, we will also present

the strict evaluation for some of our results so that both measures can be

more easily used in comparison with other research.

Other problems can be found with the TREC scripts for the lenient

evaluation for QA. They do not evaluate whether an answer from a unknown

document correctly provides the justification for an answer, nor do they

consider different ways that the answer can be phrased. Therefore in some

instances there can be errors where the evaluation script may consider a

correct answer as incorrect and vice-versa. For instance, the answer pattern

Sarah Polley for question 215.4 “Which actress appeared in two films shown

at the festival?” regarding the topic “1999 Sundance Film Festival” is found

in nearly 70 AQUAINT documents but less than five of those documents are

related to the question. Because participant systems have only selected the

most common usage of the answer string, the answer pattern Kurt Cobain

for question 11.1 “Who is the lead singer/musician in Nirvana?” will fail to

define other documents as relevant if they contain different spellings of the

answer such as Kurt Donald Cobain.

We have found discrepancies between the answer patterns and the judge-

ment file from TREC. For instance, question 81.5 has not been answered by

any of the participant systems, therefore the judgement file does not have a

valid known answer string, nor a supporting document. However, an answer

pattern for this question is made available in the evaluation scripts. Further

2Considering only factoid questions that have been found to contain at least one sup-

porting document, the average number of supporting documents per question is 3.7 for

the combined questions of 2004, 2005 and 2006.
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investigation shows that the answer pattern is the correct answer and that

it can be found in the AQUAINT article NYT19990515.0255. This finding

may be a manual attempt to provide the correct patterns for every question,

even when the answer was unknown from the pool of answers.3

Another discrepancy found between the patterns and the AQUAINT

files refers to the normalisation that systems perform on numbers and dates.

Because some QA systems normalise numeric data, the output of the system

might not match the content of the files. Since the answer patterns are

based on this output, some answers might be judged incorrectly if the system

being evaluated does not perform the same type of normalisation found in

the judgement files. This can be seen clearly with question 187.3 “How

long is the Amazon River?” which is evaluated by the regular expression

(6,500 kilometers|4000 MILES). There are three documents that support

the answer, with two of those containing the phrase 4,000 miles (with a

comma separator) whilst there is no document in the collection that refer to

the answer as 4000 miles (without a comma separator).

6.1.1.2 Towards a Better Evaluation

The manual verification of answers is the most reliable evaluation possible;

however, the cost involved is prohibitive, in particular when the evaluation

needs to be repeated for different systems and setups over large corpora.

Thus in our research where we are faced with this scenario, we perform

the analysis of results automatically in spite of the known problems in such

evaluations. In order to minimise these problems we presented our results

using the whole set of 1,488 questions from TREC’s QA track of 2004, 2005

and 2006, and a reduced set of questions whose answers are less likely to

occur in a randomly selected document.

3According to one of the thesis reviewers, the answers are compiled from the pool

of answers and from the answers found during the development of the questions. Ken

Litkowski makes a specific reference in the answer patterns documentation of TREC 2006

that answers not found by any system were also included, however he does not discuss his

methodology for 2004 and 2005.

143



CHAPTER 6. EVALUATION

Because the answer patterns originated from answers supported by the

documents from AQUAINT, we can precisely evaluate the probability that

an answer pattern occurred by chance in the retrieval set. For instance, if

a known answer appears in only in one document in the entire AQUAINT,

there is a 100% chance that finding the answer string in this collection repre-

sents finding a document that supports the answer. Therefore, the use of this

question and answer pattern in this collection is 100% reliable. On the other

hand, the presence of an answer pattern that appears frequently in docu-

ments cannot be used reliably. One such case is the answer pattern London,

which is used to define whether a document answers the question 167.1 “In

what city is the Millennium Wheel located?” It is possible to calculate the

probability of relevance of documents that contain a certain answer pattern

if we know the total number of documents that contain this answer pat-

tern. Equation (6.1) defines the probability of relevance of a document d to

correctly answering a question q if it contains an answer pattern p.

Rel(d, q, p) =
# documents that contain pattern p and answers q

# documents that contain pattern p
(6.1)

However, it is a difficult task to find the exact number of documents that

contain an answer pattern that correctly answers a question, in particular in a

large set of questions and documents, and with very frequent answer patterns

such as numbers, dates and common locations. Nevertheless, we can estimate

the lowest probability by assuming that every answer pattern has a minimum

of one document that correctly answers the question. The lowest probability

of relevance MinRel(d, q, p) is calculated as shown in Equation (6.2):

MinRel(d, q, p) =
1

# documents that contain pattern p
(6.2)

In order to build this reduced set of questions, we used the answer

patterns for the factoid question and verified how often they occur in the

AQUAINT corpus. This gives us two advantages: we can create a set of

questions that lead to a more reliable evaluation, and we can build an eval-

uation scheme where each question has its own level of confidence.
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We have decided to approach the evaluation automatically using different

subsets of question sets and normalised evaluation metrics. The question

sets are defined according to the type of the question and the frequency of

occurrence of their answer pattern. Table 6.1 presents the different question

sets and their descriptions.

Question Set Name Size Description

FULL 1,448 All question from TREC’s QA track of 2004, 2005

and 2006.

FACTOID 995 Subset of FULL containing only fact-based ques-

tions.

FACTOID-A 925 Subset of FACTOID where answer patterns are

available for all its questions.

FACTOID-01% 593 Subset of FACTOID-A where the answer pattern

for its questions occur in less than 1% of the

AQUAINT corpus. This means that there is less

than 1% chance of a random selected file be eval-

uated as correct for a certain question.

FACTOID-TRUSTED 60 Manually created subset from FACTOID-01%

where the answer pattern is known to gener-

ate trustable answers. We have defined an an-

swer pattern as trustable where P (aj |qj) is at

least 90%. This set of questions is listed in Ap-

pendix B.

FACTOID-1A 28 Subset of FACTOID-TRUSTED where the an-

swer pattern can only be found in one AQUAINT

document. Some questions that might have a sin-

gle answer in AQUAINT were not included be-

cause the answer could not be found by an ex-

haustive regular expression search in AQUAINT.

These questions are likely to fit into the afore-

mentioned regular expression discrepancies. The

questions in FACTOID-1A are indicated in the

FACTOID-TRUSTED list in Appendix B.

Table 6.1: Question sets used in the evaluation

The questions from FACTOID-TRUSTED were manually selected from
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FACTOID-A after performing a verification of the presence of the answer

pattern in every document of the AQUAINT collection. This process was

used to generate FACTOID-01% and FACTOID-1A, using the frequency

of the occurrence of the answer patterns. The selection of FACTOID-

TRUSTED was performed by manually inspecting questions and answers in

the documents where the answer pattern is found. We included a question

in FACTOID-TRUSTED if its answer pattern correctly answers the ques-

tion for all documents in which it appears. For instance, for question 189.6

(TREC 2005) regarding the author Joanne Kathleen Rowling asks, “In what

city was Rowling born?”. The correct answer pattern Chipping Sodbury can

be found in two articles in the AQUAINT corpus (NYT19980813.0007 and

NYT20000112.0203), but only the latter document directly relates to J. K.

Rowling, and provides the context to answer the question. Questions like

these have been excluded from FACTOID-TRUSTED.

Please note that the creation of these sets of questions focuses exclusively

on the problem of the low reliability of the answer patterns to indicate a

correct answer. The usage of these sets can increase the confidence in the

evaluation of an IR system, however there is no correlation between how rare

a certain answer pattern is in a corpus and the difficulty of finding it. It is

possible that frequent answer patterns represent questions that are harder

to find and therefore questions that are more challenging to the IR system,

however this correlation is not clear. Although we believe that these new sets

of questions represent a step forward to fix some of the problems with the

automatic evaluation for QA, a better evaluation set would not only contain

the reliability of its answers but also the difficulty of its questions.

Since these questions are not always self-contained and in some cases do

not constitute a proper natural language sentence (e.g. the question type

Other), we performed some modification to the phrasing of the question so

that they can stand independently without ambiguity. These modifications

include the substitution of key pronouns with the topic, as well as the in-

clusion of the whole topic text when the topic is referenced in a briefer way.
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Topic: Gordon Gekko

Question: What year was the movie released?

Modification: Regarding Gordon Gekko, what year

was the movie released?

Question: What was Gekko’s profession?

Modification: What was Gordon Gekko’s profession?

Question: Other

Modification: Tell me more about Gordon Gekko.

Figure 6.1: Examples of modifications applied to TREC questions

In some more difficult cases, when no substitution is possible and the ques-

tion does not mention the topic, we add a phrase containing the topic at

the start of the question. Some examples are presented in Figure 6.1; the

complete set of self-contained questions is listed in Appendix B. Please note

that even with the applied modifications, the questions of type Other are not

self-contained questions. The question modification allow these questions to

be used in our IR system, but they are still hard to evaluate. The evaluation

presented in this chapter does not use such questions.

6.1.2 Evaluation Metrics and Statistical Significance

We evaluated the different IR methods using standard IR and QA metrics.

Since QA is a task that uses a fixed number of documents, it is pointless to

analyse the performance of a question set using all documents returned by

an IR system. Therefore, all the metrics are used as though the retrieval

set constitutes only a certain number of documents. For instance, if a QA

system only uses 10 documents, we measure the performance of the top-10

ranked documents returned by the IR tool. In our experiments all ques-

tions returned at least n documents, which causes precision to be equal to

redundancy normalised by n. Hence, the results shown in this chapter will

be mostly presented in precision at rank n (p@n) and coverage at rank n

(c@n). Definition of this metrics were previously defined in Chapter 2 on

page 52.
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We have performed statistical significance tests over the obtained results

so that we can determine whether the differences in the results are due to

chance. We performed paired tests using the answers found by each question

as independent observations. In order to compare the results of QA systems,

we paired the results for each question and assigned a score of 1 for correct

answers and 0 for incorrect ones.

A comparative study by Smucker et al. [137] on statistical significance

tests for differentiating IR results indicated that some tests should be avoided

(Wilcoxon signed-rank test) while some (student t-test) give acceptable re-

sults even though they assume a distribution not found in the IR result. We

follow the recommendation of Smucker et al. to use paired permutation tests

to compare IR results.

A paired permutation test calculates the probability that the difference

between two groups of paired results A and B is due to chance (null hypoth-

esis). In order to reject the null hypothesis, the difference in means of A

and B will occur with a lower frequency than a threshold, which is normally

set to 5%, considering all possible pairwise permutations of the results for

A and B. To compute the statistical significance it is necessary to derive

new groups of results A′ and B′. All possible A′s and B′s are created by

either choosing the result for a certain question from A or from B. After

the creation of these systems the difference in means between A′ and B′ is

calculated and recorded. The exact probability for accepting or rejecting the

null hypothesis is the p-value, which is the percentage of the recorded means

that have a mean difference greater than the original mean difference.

The computational power required to calculate all permutations of a set

of results is extremely large, especially for a set of questions as large as

the one we have available to us. The number of possible permutations for

an n pairwise test is 2n, therefore the number of possible permutations for

a set of 995 questions is 2995, which is approximately 10300. Since it is

not practical to obtain an exact probability for this large number of per-

mutations, we calculate an approximation by generating a large number of
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Figure 6.2: Variance of the p-value according to the number of permutations

random permutations. For our statistical significance tests, the number of

random permutations is chosen at 100,000. This number of permutations

is enough to give a precise p-value to the level of defining a 95% and 99%

significance threshold. Figure 6.2 shows the variation of the p-value for a

paired random permutation test up to one million permutations. The two

retrieval sets tested are different in terms of statistical significance with a

p-value measured as 0.005468 in the last permutation. As observed in Fig-

ure 6.2, the precision of the p-value is sufficient to establish that the samples

are not significant on either 95% and 99% thresholds before the 100,000

permutation mark. The p-value at the 100,000 permuation was measured

as 0.00531 differing from the p-value at the one million permuation mark by

merely 0.000158.

In this chapter, we use the following symbols to represent the statistical

significance of the results: we use the symbol N when a significant improve-

ment with p < 0.01 occurs, and the symbol 4 for p < 0.05; and when the

results are significantly worse, we use the symbol H for p < 0.01 and O for

p < 0.05. We also indicate with the symbol ◦ when the difference in results
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Syntactic Relations contains BoW

SRL uses Syntactic Relations

contains BoW

QPLM trained with SRL

uses Syntactic Relations

contains BoW

Figure 6.3: Relationship between techniques used

are not statistically relevant on a minimum of 5% level (i.e. p > 0.05).

6.1.3 Information Retrieval Framework

Chapter 4 described the framework of the IR tools used in our experiments.

We applied the described methods to implement different indices and re-

trieval strategies in order to evaluate QPLM against related work such as

BoW, Syntactic Relations, and SRL.

Because we are working with different types of relations (QPLM, Syntac-

tic Relations, and SRL), we expect different sets of results for the retrieval

sets; at the same time the most variance in results is normally obtained via

different lexical features, which should be the same for all techniques that we

have implemented. Therefore, two large retrieval sets obtained from these

different techniques are likely to contain the same documents, but since we

evaluate the top retrieved documents, it is possible to observe differences in

the results. These differences are due to the different textual relations used;

analysing these differences and finding if and how much is the improvement

over standard IR giving by the use of QPLM is the goal of this research.

The interdependencies among the techniques (as shown in Figure 6.3)

are likely to affect the degree of statistical significance of their results. In

fact, the underlying dependencies influence the effectiveness of the technique,

for instance, the failure of the syntactic parsing would negatively affect the

subsequent SRL and QPLM. The actual extent to which the quality of

dependent processes influences the results can be studied as future work.

We implemented distinct indices for each piece of relational information
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that we used. The BoW index does not include any special relations beside

the implicit co-occurrence; however, it does include the position of the words,

which could be used to rank documents according to word proximity. We

decided to keep all techniques as similar to each other as possible by using

simple but comparable methods, so that differences in the retrieval sets are

caused by the differences in the relation and not by the ranking algorithm.

QPLM and Syntactic Relations are used in the same way because they

use similar annotation. Both techniques represent a direct relation between

two words in a sentence. The QPLM and Syntactic Relation indices include

information of the specific relation number in a document, the relation type

and which role the word plays in the relation. The roles for the syntactic

relation are either head or modifier, while in QPLM they are W or A as part

of the triple 〈Q(W) → A〉.

The representation of the PropBank type semantic roles requires the

indexing of relations not only between words, but also between whole phrases.

In this way, the existence of the relation will be represented in all words of

the related phrases. Every word informs which relation in the document it

is part of, the role in the relation, and the position among the other words

in the related phrase. Even though we do not make use of the positional

information of words in the phrase, we include the information in case a

proximity ranking is to be implemented.

For all of the different indices that we implemented, if a non-stopword

does not belong to any relation, the word is included as part of an empty

relation. This means that it will be included in the index, but the word is

only related to the document. This allows a term to be found and to be used

even if it is not part of any relation. This feature ensures that all types of

indices will contain the same amount of lexical items as the standard BoW.

6.1.4 Question Answering Systems

To better understand the relation between the sets of retrieved documents

and QA, we applied the sets on the following four QA systems.
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• Aranea: Developed by Lin [76], the Aranea system utilises the redun-

dancy from the World Wide Web using different WWW search engines.

The system relies on the text snippets to generate candidate answers.

It applies filtering techniques based on intuitive rules, as well as the ex-

pected answer classes with named-entity recognition defined by regular

expressions and a fixed list for some special cases.

• OpenEphyra: Developed by Schlaefer et al. [130], the OpenEphyra

framework aims to be a test bench for QA techniques. The system

uses a standard approach for QA: using a three-stage QA architecture

(Question Analysis, Information Retrieval, Answer Extraction), it em-

ploys WWW search engines on its IR stage and maps the answers back

to the TREC corpus. The system is among the top-10 groups and has

an accuracy of 20.8% for the factoid component at the main QA Track

at TREC 2007 [30].

• MetaQA: We developed the MetaQA [111] system, which, similarly to

the Aranea QA system, makes heavy use of redundancy and the in-

formation provided by WWW search engines. However, it goes a step

further by combining different classes of WWW search engines (in-

cluding WWW Question Answering Systems) and assigning different

confidence scores to each of the classes.

• AnswerFinder (AF): Developed by Mollá and Van Zaanen [96], the

unique feature of AF is the use of QA graph rules learned automat-

ically from a small training corpus. These graph rules are based on

the maximum common subgraph between the deep syntactic repre-

sentation of a question and a candidate answer sentence. The graphs

are derived from the output of the Connexor dependency-based parser

[143].

For most of these systems, some modifications of the standard system

configuration were required. All the systems studied, with the exception of

AF, make heavy use of WWW search engines and the redundancy obtained
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Size BoW QPLM

128 chars. 4.80 6.12

256 chars. 8.73 10.12

512 chars. 7.56 9.21

Full Doc. 4.06 5.21

Table 6.2: MRR scores obtained by the Aranea QA system for different snip-

pet sizes when used with the BoW and QPLM on the NYT set of documents

to find their answers. For our experiments, we had to turn the WWW search

off, causing a significant decrease in performance when comparing to the re-

ported results in the literature. Because AF’s IR component is performed

offline, the integration is seamless and only required to provide the system

with a list of documents in the same format as TREC. The OpenEphyra

framework is neatly designed and implemented, however the interaction be-

tween its components still depended on the overall system architecture, which

made the implementation of new modules for the system quite difficult.

With the exception of AF, all the QA systems received a retrieval set as

a collection of snippets. This is because these systems are based on WWW

Retrieval and they expect to receive documents in this format. For every

document, we extract a fixed size window of text where more question words

(non-stopwords) are found. An evaluation of this passage retrieval method

only using the NYT portion of AQUAINT is shown in Table 6.2. This

evaluation has shown us that the 256-character window with the current

snippet construction method gives the best results when used on the Aranea

QA system.

6.1.5 Overall Experiment Framework

Figure 6.4 illustrates the connection between the IR system and its different

setups and QA systems, and the different evaluations that were carried out.

Figure 6.4 shows three main types of processes:

• Indexing: where the text from the corpus is processed by one or more

text processing modules according to the type of index that is going
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Figure 6.4: Framework of the experiments

to be built.

• Retrieval: where the questions are processed in the same way as the

corpus was processed during indexing and by using the proper index,

a set of documents is retrieved.

• Evaluation: where the retrieved documents are processed by two dif-

ferent types of evaluation: IR evaluation, which solely involves the

retrieved set of documents; and QA evaluation, which involves a set of

QA systems. Both use the same set of evaluation patterns.

6.2 Results

This section details the experimental results obtained by applying QPLM

in IR for QA. We first focus on the retrieval set generated by the IR using

QPLM only. The evaluation is performed intrinsically and extrinsically;

the intrinsic evaluation focuses on the primary function, which is to answer

a question; and the extrinsic evaluation focuses on the function or setup
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n p@n c@n

lenient (strict) lenient (strict)

1 41.51% (11.32%) 41.51% (11.32%)

5 36.69% (7.61%) 65.62% (26.49%)

10 32.85% (5.69%) 73.41% (35.36%)

50 24.68% (2.34%) 87.35% (54.91%)

100 21.75% (1.49%) 90.27% (63.89%)

Table 6.3: Lenient and strict evaluation of retrieval set for FACTOID-A

using the AQUAINT corpus with the QPLM approach

purpose, which for a retrieval set is to find documents that contain an answer

to a question [63].

Later in this section, we shift our attention to the comparative results

of QPLM with the standard BoW retrieval approach, and to linguistically-

oriented methods using syntactic dependency relations and semantic role

labels.

6.2.1 Information Retrieval Results

Table 6.3 presents the results of the retrieval set using FACTOID-A with the

QPLM approach. The evaluation is considered lenient when a document is

defined as relevant if it contains the required answer string. On the other

hand, the strict evaluation defines that only previously known documents

that contain answers are considered relevant.

The first row (n=1) in Table 6.3 shows that QPLM is able to answer 384

out of 925 questions (41.51%) from FACTOID-A using only the first retrieved

document based on the presence of an answer string. This means that QPLM

when used on IR would satisfy the requirements of a QA system for more

than 40% percent of questions if no further processing to find an answer were

required. However, only 11.32% of this documents are previously known to

contain the answer. Considering that many QA systems rely on several

documents to provide an answer, it is possible to observe in the lenient

evaluation that 90.27% of the questions can be answered when using 100
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n
FACTOID-01% FACTOID-TRUSTED

p@n c@n p@n c@n

1 29.85% 29.85% 15.00% 15.00%

5 26.27% 56.16% 14.67% 35.00%

10 22.98% 66.27% 12.50% 45.00%

50 15.11% 84.65% 05.30% 60.00%

100 12.20% 88.87% 03.73% 68.33%

Table 6.4: Evaluation of retrieval set for FACTOID-01% and FACTOID-

TRUSTED using the AQUAINT corpus

documents, and 21.75% contain a correct answer. On the other hand, for

the strict evaluation the precision at 100 documents is extremely low since

the list of documents containing answers to questions is small.

It is important to note that although the lenient evaluation might repre-

sent an overestimation of results due to its tendency to select more documents

than only those that deal with the question at hand, there might be some

documents with the correct answer that were defined as incorrect because

the answer pattern is different. Therefore, the lenient result does not mean

an upper bound in performance, however the strict evaluation considers only

those few documents that have been previously manually analysed, and in

this way it certainly defines a lower bound in performance. As previously

discussed in Section 6.1.1, the lenient method of evaluating retrieval sets au-

tomatically may produce many false positives and false negatives. In order

to minimise this problem we use FACTOID-01% and FACTOID-TRUSTED,

which are reduced and more reliable sets of questions. Table 6.4 present the

results using these question sets.

As expected, the coverage and precision values shown in Table 6.4 are

lower than those presented in Table 6.3. Although FACTOID-01% and

FACTOID-TRUSTED contain fewer questions than FACTOID-A, the con-

tribution of each question/answer is more significant. The precision measure

seems to be largely affected by the usage of this set of questions. This

is explained by the smaller frequency of occurrence of the answer patterns
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associated with the question set. A smaller frequency means that fewer doc-

uments are relevant; therefore, the chance of finding a relevant document is

smaller, as well as for some questions the list of relevant documents will be

quickly exhausted. This exhaustion can be observed because that the differ-

ence in coverage is not as salient as the difference in precision. For instance,

we observed similar c@10 for both FACTOID-A and FACTOID-01%.

The size of the retrieval set has a strong impact on the QA results. A

small number of documents means that fewer questions have the possibility of

being answered (lower coverage and redundancy) at the same time that those

documents are more likely to contain the correct answer (higher precision);

while, a large amount of documents means that more questions have the

possibility of being answered at the same time that those documents are less

likely to contain the correct answer. Ideally, the IR system would have a

perfect precision returning just the right amount of documents required by

the QA system to generate the correct answer. However, to date IR systems

are far from generating flawless results.

QA systems can generate wrong answers even when using perfect IR

results. This occurs due to a number of reasons, including grammatical errors

leading to an erroneous sentence interpretation, questions types that are hard

to extract, and even answers that are phrased in an atypical way that makes

their extraction difficult. A more comprehensive evaluation strategy would

account for query difficulty and document set complexity; until then, we

obtain an overall assessment of the QPLM performance for QA by comparing

the results of different QA systems.

6.2.2 Question Answering Results

The results obtained by the QA systems were built using the resources avail-

able at the TREC website, such as the regular expressions with the factoid

answers and the evaluation patterns made by Ken Litkowski. The score of

the results described in this study present represent the percentage of ques-

tions whose answers match the correct answer pattern. For all systems except
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QA System Factoid Accuracy

Aranea 8.06%

OpenEphyra 9.55%

AF 5.43%

MetaQAc@10 1.51%

Table 6.5: Factoid results for c@1 on QA systems using FACTOID-A

the MetaQA system, the results are presented as c@1; for the MetaQA sys-

tem, we present the results as c@10 (coverage at answer 10) since MetaQA

is not designed to return one single answer. MetaQA is a WWW-based

system that work as an aggregator of information sources and its ranking

mechanisms only work when sufficient evidence is given for certain entities.

MetaQA returns pages of answers and hence we evaluate the system based

on its first page, which consists of 10 results.

Table 6.5 shows the results obtained using QPLM’s retrieval set on dif-

ferent QA systems. We observed that OpenEphyra is the best performing

system, answering nearly 10% of the questions. This reinforces our previous

statement that the results of the QA systems are not to be directly compared

to those reported in the literature. A smaller snippet size, even though they

might influence positively in the QA results, as shown in Table 6.2, are less

likely to contain the correct answer. Therefore, if the FACTOID-A question

set measured a precision of 24.68% at rank 50, it is a good finding that a QA

system provided a correct answer for nearly 10% of questions when provided

with fifty snippets (one per document).

6.2.3 Model Comparison

In this thesis, we hypothesised that linguistic information provides a bet-

ter indication of relevance for documents in regards to answering a natural

language question. This section draws a comparison between the retrieval

methods using different term dimensions, such as QPLM, BoW, syntactic

dependency relations, and semantic role labels. In this set of comparisons,

we made sure to maintain equivalent lexical items for all the methods so that
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FACTOID-A FACTOID-01% FACTOID-TRUSTED

p@10 p@50 p@10 p@50 p@10 p@50

BoW 26.96% 21.10% 18.13% 12.54% 10.67% 04.77%

QPLM 32.85% 24.68% 22.98% 15.11% 12.50% 05.30%

N N N N N N

diff. +21.85% +16.96% +26.79% +20.49% +17.19% +11.19%

Table 6.6: Precision for BoW and QPLM using the AQUAINT documents

the variance found in the results is solely attributable to the differences in

the models.

6.2.3.1 Comparison with Bag-of-Words

Most off-the-shelf IR systems implement a retrieval strategy based on the

occurrence of keywords in the document. This strategy is called Bag-of-

Words (BoW), since all words that are not stopwords are equally chosen

to represent the document in the index. Most current IR ranking strate-

gies extend the BoW approach by adding the position of the word to try

to maximise the density of query words in a window of text; however, these

density-based metrics are normally applied as a re-ranking strategy of the

standard BoW approach. In our approach, QPLM and BoW have the same

lexical items, meaning that the difference observed in the results of both

methods is only due to the extra information supplied by the QPLM rela-

tions. Table 6.6 compares the precision obtained for the BoW and QPLM

retrieval using the TREC question set and the AQUAINT documents.

We can observe from the results presented in Table 6.6 that QPLM per-

forms consistently better than BoW. The measured improvement is as large

as 26.79% for FACTOID-01%, 21.85% for FACTOID-A, and 17.19% for

FACTOID-TRUSTED. The mean difference is statistically significant at

the 1% level for all results. This comparative study shows that BoW pro-

vides us with less relevant documents than QPLM, however the difference

between QPLM and BoW seems to decrease when more documents are used.

This can be visualised in Figure 6.5. For a large enough retrieval set, the
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Figure 6.5: BoW and QPLM results for FACTOID-A

differences between BoW and QPLM will become zero, since both methods

use the same lexical features, and the differences are due to the different

ranking produced by the systems.

QPLM also dominates over the BoW rankings when taking into account

coverage values, as it can be observed in Table 6.7. In a similar way to the

precision metric, the largest improvements are in high ranked documents and

on the FACTOID-01% and FACTOID-TRUSTED question sets. Coverage

and precision in the FACTOID-01% set is somewhat lower than FACTOID-

A, which may not be a negative finding, since FACTOID-A results may

account for a significant larger evaluation noise than the other sets due to

overly frequent evaluation/answer patterns; problems that FACTOID-01%

and FACTOID-TRUSTED address. In this sense, the results for FACTOID-

01% and FACTOID-TRUSTED show that the QPLM improvement is con-

sistent on the different subsets of the TREC question set.

Table 6.8 shows the strict evaluation for QPLM and BoW. It can be

observed that the differences in the results are very small and not statistically

significant between QPLM and BoW. This is expected as the number of
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FACTOID-A FACTOID-01% FACTOID-TRUSTED

c@10 c@50 c@10 c@50 c@10 c@50

BoW 63.57% 80.11% 54.81% 74.70% 40.00% 51.67%

QPLM 73.41% 87.35% 66.27% 84.65% 45.00% 60.00%

N N N N 4 N

diff. +15.48% +9.04% +20.92% +13.32% +12.50% +16.13%

Table 6.7: Coverage for BoW and QPLM using the AQUAINT documents

MRR p@10 p@50 c@10 c@50

BoW 0.1852 5.64% 2.25% 35.40% 53.15%

QPLM 0.1931 5.69% 2.34% 35.36% 54.91%

◦ ◦ ◦ ◦ ◦

diff. +4.28% +1.02% +3.86% -0.11% +3.31%

Table 6.8: Strict evaluation for BoW and QPLM using the AQUAINT doc-

uments

known documents is small.

We also evaluated the impact of these retrieval sets intrinsically by apply-

ing them to different QA systems. The measurements used to extrinsically

evaluate retrieval sets for QA do not strictly match the actual usage of the

retrieval set. Table 6.9 shows the differences of coverage in the results when

the QPLM and BoW retrieval sets are used in QA. We can observe that de-

spite the numerical improvements given by QPLM in the QA systems results,

only few of them are statistically significant. Considering the combined set

of questions, we obtained significant improvements when the QPLM retrieval

set was used with the OpenEphyra and the MetaQA systems QPLM. This

shows that the QPLM model can help the QA task.

The set of questions in FACTOID-1A is much more restricted. It con-

stitutes only 28 questions whose answer patterns are found only once in the

entire AQUAINT corpus. For this restricted set of questions, as shown in

Table 6.10, we can observe that even though QPLM does not significantly

improve the coverage, it creates a document ranking where the document

that correctly answers a question appears earlier in the list. The low cover-
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QA System 2004 2005 2006 Total
A

ra
n
e
a

BoW 7.83% 7.46% 7.69% 7.74%

QPLM 8.26% 7.46% 8.28% 8.06%

◦ ◦ ◦ ◦

diff. +5.56% +0.00% +7.69% +4.17%

O
p
e
n
E
p
h
y
ra BoW 6.96% 8.56% 7.94% 7.94%

QPLM 8.70% 10.77% 8.93% 9.55%

◦ 4 ◦ N

diff. +25.00% +25.81% +12.50% 20.25%

A
F

BoW 3.91% 6.08% 4.47% 4.92%

QPLM 4.35% 6.91% 4.71% 5.43%

◦ ◦ ◦ ◦

diff. +11.11% +13.64% +5.56% +10.20%

M
e
ta

Q
A

(c
@

1
0
)

BoW 0.43% 1.10% 0.50% 0.70%

QPLM 0.87% 2.76% 0.74% 1.51%

◦ N ◦ N

diff. +100.00% +150.00% +50.00% +114.29%

Table 6.9: Comparison of results in c@1 for BoW and QPLM using QA

systems on FACTOID-A

age of both techniques are related to the use of common words in the topic

and the question, as well as the lack of stemming or other lexical substitu-

tion/equivalency methods.

6.2.3.2 Comparison with Syntactic Relations

QPLM is a rule-based semantic annotation scheme built on top of a syntac-

tic representation that includes named entities. It is important to under-

stand whether similar improvements experienced by QPLM over BoW can

be achieved by using only syntactic relations. We postulate that syntactic

relations have the capacity to improve the results of an IR system and in

particular the results of QA systems. The inclusion of syntax in IR allows

a better ranking for documents that hold similar syntax to a question. We

assume that this will preserve noun phrases and other important syntactic

constructions, allowing better documents to be retrieved.
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c@100 MRR Average Position

BoW 42.86% 0.036245 27.59

QPLM 46.43% 0.048202 20.75

◦ 4 O

diff. +8.33% +32.99% -24.81%

Table 6.10: Evaluation of retrieval set for FACTOID-1A using the

AQUAINT corpus

The lenient results presented in Table 6.11 highlight the differences in

results for BoW, syntactic dependency relations and QPLM. We obtained

the dependency relations with the Connexor syntactic parser [143]. We ran

out of computer memory when running the results for the combined docu-

ment set, and as the problem also occured with the NYT corpus, we have

decided to present the results only on the APW and on the XIE portions of

AQUAINT separately. The evaluation of the FACTOID-A set of questions

has shown that on the APW corpus, QPLM improves the IR results on both

precision and coverage. The improvement over syntactic relation is statisti-

cally significant. Syntactic relations can be used to improve the results of

BoW; however, they only have shown to improve on the coverage metric,

while for precision the results are not statistically significant at a 5% level.

For the XIE corpus, the differences between the results are not statistically

significant for any of these techniques. The differences obtained for the strict

evaluation are also not statistically significant.

The differences observed in Table 6.11 are only partially observed when

the retrieval sets are applied to QA systems. The QA results shown in Ta-

ble 6.12 indicate that there is a significant improvement when using Aranea

over syntactic information in the APW documents. The numerical results of

the QA systems are higher when using syntactic information; however, the

difference is statistically significant only when using OpenEphyra in APW.

Similarly with the intrinsic evaluation of Table 6.11, the results are not sig-

nificantly different for the XIE part of AQUAINT.
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p@100 c@100

lenient (strict) lenient (strict)
A

P
W

BoW 13.61% (0.29%) 68.65% (19.35%)

Syntax 13.74% (0.52%) 70.92% (29.45%)

◦ ◦ 4 ◦

diff. BoW +0.92% (+80.97%) +3.31% (+52.18%)

QPLM 15.39% (0.58%) 73.73% (33.04%)

N ◦ 4 ◦

diff. Syntax +12.01% (+11.84%) +3.96% (+12.19%)

X
IE

BoW 9.20% (0.35%) 52.65% (22.92%)

Syntax 9.02% (0.36%) 53.19% (18.27%)

◦ ◦ ◦ ◦

diff. BoW -1.92% (+3.36%) +1.03% (-20.29%)

QPLM 8.98% (0.47%) 52.97% (23.55%)

◦ ◦ ◦ ◦

diff. Syntax -0.44% (+27.44%) -0.41% (+28.87%)

Table 6.11: Precision and coverage for syntactic relations on FACTOID-A

6.2.3.3 Comparison with Semantic Role Labelling

We used the SRL tool SwiRL from [142]. This tool has good precision and

coverage, however, as shown in Chapter 5 on page 121, it is slow and quite

unstable when parsing large amounts of data. We have assembled a cluster

of computers in order to speed up the corpus annotation, but even with

many dedicated computers the estimated completion time is longer than one

year. The lack of SRL systems available to quickly annotate a large amount

of data motivated the use of a simplified and quicker technique. We used

the QPLM annotation tool which takes less than 3 weeks to fully annotate

the 3 GB of data from the AQUAINT corpus using a single machine.

Since we wanted to determine how QPLM compares to SRL, particularly

on the basis of its usage for IR and for QA, we performed some tests using

the available amount of data annotated with semantic roles. The part of

the AQUAINT corpus annotated includes the first 41,116 documents, in

chronological order, from the New York Times (NYT) newspaper.
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QA System APW XIE

A
r
a
n
e
a

BoW 5.38% 4.52%

Syntax 5.81% 5.38%

◦ ◦

diff. BoW +8.00% +19.05%

QPLM 7.74% 4.52%

N ◦

diff. Syntax +33.33% -16.00%

O
p
e
n
E
p
h
y
r
a

BoW 5.73% 5.33%

Syntax 7.14% 6.23%

4 ◦

diff. BoW +24.56% +16.98%

QPLM 8.14% 5.33%

◦ ◦

diff. Syntax +14.08% -14.52%

QA System APW XIE

A
F

BoW 3.19% 2.35%

Syntax 3.94% 2.65%

◦ ◦

diff. BoW +23.53% +12.86%

QPLM 4.36% 2.73%

◦ ◦

diff. Syntax +10.50% +2.89%

M
e
ta

Q
A

(c
@

1
0
)

BoW 0.60% 1.45%

Syntax 0.83% 1.58%

◦ ◦

diff. BoW +38.16% +9.37%

QPLM 1.18% 1.40%

◦ ◦

diff. Syntax +42.34% -11.53%

Table 6.12: Comparison of results in c@1 for BoW, syntactic relations and

QPLM using QA systems on FACTOID-A

Using these documents and the questions from TREC, we retrieved a set

of 50 documents for every question. We analysed the impact of the semantic

annotation when used on document indices by checking the presence of the

answer string in the documents returned. We also obtained a list of 50

documents using solely the BoW approach in order to compare the gain over

standard retrieval.

Table 6.13 presents the results of the retrieval set for FACTOID-A using

the BoW, the SRL and the QPLM approaches. As we can observe, the SRL

approach gives the best results for both p@50 and c@50. Even though the

numeric results for c@50 are equivalent, the retrieval set and the questions

that both techniques are able to answer are different. For instance if the

FACTOID-A is broken into years, the coverage metric for 2004 and 2005

favour SRL, while the coverage for 2006 favours QPLM. The difference

of the results for SRL and QPLM on both precision and coverage are not

statistically significant, while the difference found between SRL and BoW is

highly distinct. The results from the strict evaluation are not statistically

significant.
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p@50 c@50

lenient (strict) lenient (strict)

BoW 12.44% (0.36%) 57.41% (13.91%)

SRL 14.08% (0.40%) 60.76% (14.47%)

N ◦ N ◦

diff. BoW +13.23% (+11.04%) +5.84% (4.01%)

QPLM 13.27% (0.37%) 60.76% (13.52%)

◦ ◦ ◦ ◦

diff. SRL -5.76% (-9.04%) +0.00% (-6.56%)

Table 6.13: Comparison of BoW, SRL, and QPLM for FACTOID-A

p@10 p@50 c@10 c@50

BoW 24.17% 19.40% 64.42% 89.54%

SRL 28.04% 21.97% 73.69% 94.77%

N N N 4

diff. BoW +16.05% +13.23% +14.40% +5.84%

QPLM 26.44% 20.70% 69.65% 94.77%

◦ H H ◦

diff. SRL -5.71% -5.76% -5.49% +0.00%

Table 6.14: Comparison of BoW, SRL, and QPLM for FACTOID-01%

We also performed an evaluation on the FACTOID-01% question set.

The results, presented in Table 6.14, show the same trend of performance as

Table 6.13 where SRL outperformed BoW and QPLM. The FACTOID-01%

results do show a significant difference between QPLM and BoW at p@50.

On the other hand, in Section 6.2.3.1 we have shown this difference with a

more comprehensive test involving the complete AQUAINT corpus. It can

also be observed in Table 6.14 that there is no significant difference between

the results for QPLM and SRL in terms of c@50.

In a similar way to previously described, we evaluated the retrieval sets

according their usefulness to QA systems. The results presented in Table 6.15

show that analogous to the results obtained for the retrieval sets alone, the

numerical results of the QA results are higher for SRL than QPLM and BoW.

The differences of the results are significant in the comparison between SRL
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QA System c@1

A
ra

n
e
a

BoW 2.91%

SRL 3.52%

◦

diff. BoW +20.69%

QPLM 3.62%

◦

diff. SRL +2.86%

O
p
e
n
E
p
h
y
ra

BoW 3.72%

SRL 5.23%

N

diff. BoW +40.54%

QPLM 4.52%

◦

diff. SRL -13.46%

QA System c@1

A
F

BoW 1.61%

SRL 2.41%

N

diff. BoW +50.00%

QPLM 2.21%

◦

diff. SRL -8.33%

M
e
ta

Q
A

(c
@

1
0
)

BoW 1.91%

SRL 2.81%

◦

diff. BoW 47.37%

QPLM 1.81%

O

diff. SRL -35.71%

Table 6.15: Comparison of results in c@1 for BoW, SRL and QPLM using

QA systems on FACTOID-A

and BoW for the OpenEphyra and the AF systems, and between SRL and

QPLM in the MetaQA system. Nevertheless, the difference between QPLM

and SRL is not significant for all QA systems evaluated using c@1. Overall,

QPLM performs slightly worse than SRL but still, on average, outperforms

the BoW technique.

The experiments with the QA systems show that SRL performs slightly

better than QPLM; a statistically significant difference was only observed

between SRL and QPLM for the MetaQA system. We observed a clear im-

provement when using SRL to BoW in both AF and OpenEphyra. It is

important to point out that results for the retrieval set alone in Table 6.16

showed BoW outperforming QPLM on redundancy for the 2004 questions.

This could be indicative that OpenEphyra answer-extraction modules are

more precise than the other QA systems and do not heavily rely on redun-

dancy as do the Aranea and the MetaQA systems; however, redundancy

seems to be the factor that influenced the QA results for the 2006 questions,

since QPLM achieved a higher coverage for that year.
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Year Method Factoid Score c@50 r@50

2004 BoW 2.17% 33.33% 2.92

SRL 3.04% 35.33% 3.20

QPLM 2.17% 34.47% 2.79

2005 BoW 5.52% 41.13% 5.02

SRL 7.46% 43.77% 5.50

QPLM 6.35% 42.08% 5.29

2006 BoW 2.98% 34.57% 3.65

SRL 4.47% 36.33% 4.37

QPLM 4.22% 38.45% 4.16

Table 6.16: Correlation between redundancy and factoid scores for the

OpenEphyra QA system

Because of the high dependency on WWW sources, the MetaQA system

performed poorly. As explained earlier, due to design differences the results

are measured using c@10 instead of c@1. Nevertheless, even with the non-

conformity of the system, it appears to support our viewpoint that semantic

annotation can enhance the IR results for QA. Not surprisingly, since the

MetaQA is a redundancy-based QA system we observed that its QA results

follow the redundancy results more closely than the coverage ones.

Results also show that AF correctly answered only a few questions for

the given question set. On the other hand, it provided some consistent

results such that the improvements are due to additional correct answers

and not to a larger but different set of correct answers. AF showed a similar

performance for both semantic-based strategies and both outperformed the

BoW strategy.

6.3 Concluding Remarks

This chapter described the setup of the experiments and presented the eval-

uation of QPLM in comparison to related work. We observed from these

experiments that QPLM improves the relevance of IR for QA without pre-

senting an excessive cost in regards to speed performance. Therefore, we
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have demonstrated that QPLM, and possibly other similar methods of se-

mantic representation that are fast enough to satisfy the IR requirements,

can be effectively used in IR to improve QA.

The comparison between QPLM and BoW showed that QPLM outper-

forms this standard technique; however, QPLM still performs worse than

SRL. SRL is a more complex and complete type of representation. The

association of phrases in SRL create better retrieval relations than the asso-

ciation of words in QPLM. However, the unsatisfactory speed performance

renders SRL unusable for IR. The trade-off between speed and quality of

results favours QPLM over SRL since QPLM’s large advantage in speed

compensates the small difference of IR and QA results.

The results presented in this work for all QA systems are much lower than

those reported in the literature. This undesirable but expected problem oc-

curred not only because of the modifications that we had to perform in the

systems to make them appropriate for our experiments, but mainly because

of the reduced number of documents used for this evaluation. Another rea-

son for the difference in the results, in particularly of the OpenEphyra QA

system, is that the results reported in the literature are possible because of

the use of some proprietary components which were removed in the system

that was made public.

Only recently we have been able to test Koomen et al. [71] SRL tool.

This SRL tool is the top ranking SRL tool at the CoNLL-2005 Shared Task

Evaluation and it seems to be much faster than SwiRL. Preliminary tests

suggest that it is able to perform the annotation of AQUAINT in almost

one full year using a single computer; however, this tool, like SwiRL, is

not very stable, crashing several times during our experiments. Further

work would involve employing several computers and attempting to parse

the whole AQUAINT corpus with this tool.

It is important to point out that although the tool of Koomen et al. seems

much faster than SwiRL, QPLM still outperforms both of them on speed by a

large margin. QPLM represents word relations that are built using rules from
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syntactic and NE information. This simpler representation, combined with

a smaller number of supporting NLP tools, allow QPLM to be faster than

current SRL tools. Further work on the QPLM tool could focus on increasing

its performance on both speed and accuracy. QPLM’s precision and recall

figures can be improved by using a hand-annotated corpus. QPLM’s speed

suggests that it can be currently used on IR tools as a pre-processing engine.

It is understandable that any delay in the IR phases is undesirable when

dealing with large amount of data, therefore optimizing the speed of QPLM

is one of our priorities.

We have shown that syntactic relations can be used in the IR stages of

a QA system to improve the accuracy of the retrieval set. However, when

using a QA system we only obtained weak improvements. As future work

one could measure the effect of syntactic parsing errors in QPLM. For this,

one could apply different syntactic parsers and NE recognisers on some gold

standard QA set.

The lack of a gold standard retrieval set for QA makes the process of

evaluating new QA systems and related techniques quite challenging. As

future work, one could use our study for creating the different retrieval sets

(FACTOID-A, FACTOID-01%, FACTOID-1A, FACTOID-TRUSTED) in

order to create a gold standard retrieval question set and evaluation scripts.

Further work could focus on finding all supporting documents for a num-

ber of questions and answers and building a significant corpus that can be

reliably used to evaluate fact-based QA systems.

In answer to our second research question, we can state that linguistic

information does help to obtain better documents than words alone, and

that improvements are sustained when simpler semantic techniques are used.

Therefore, this thesis bridges the gap between IR and NLP by showing that it

is possible to create NLP processes that can be incorporated into IR without

largely interfering in the speed performance and improving the overall results.
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Final Remarks

In this thesis, we have investigated whether NLP techniques that are com-

monly used in QA can be effectively integrated into the IR stage of QA

systems. In particular, we have investigated the use of named entities, syn-

tactic dependency relations, semantic roles, and a novel approach to seman-

tic relations called the Question Prediction Language Model (QPLM). We

have also hypothesised that it is possible to improve QA by opening the IR

black box and modifying its structure to better suit the QA task. We have

proposed an IR framework that easily allows the indexing and retrieval of

different types of linguistic information. We have empirically shown that the

addition of the information encoded in the proposed framework can help QA

systems find the correct answers more easily.

In the introductory chapter we presented two main research questions,

which were addressed in the subsequent chapters of this thesis. We now

present the summarised conclusions to these research questions as follows.

1. Can the presence of answer features such as named entities be used as

an indication of relevance for documents in IR for QA?

Chapter 3 investigated whether factoid questions that require certain

types of named entities as their answer could use the presence of named

entities of the same Expected Answer Type (EAT). We have developed a

pseudo-relevance technique that extracts named entities of the EAT from a
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retrieval set and creates a new retrieval set by assuming that this informa-

tion is an indication of relevance. Even though it is clear that the absence

of the named entity type required to answer a question represents the non-

relevance of a document, we have been unable to show that the presence of

such information indicates the relevance. We have shown that if the correct

answer string is found in the retrieval set, the pseudo-relevance technique

is successful in obtaining a better retrieval set. However, on average, the

amount of noise introduced by unrelated named entities causes the feedback

query to drift away from the original subject.

2. Are syntactic dependencies and semantic role labels better indications

of relevance of documents for QA than words alone? If so, can the

same improvements be sustained with simpler semantic annotation?

Chapter 4 proposes an IR framework that allows the addition of a wide

range of linguistic information in the search data structure. We also describe

a novel ranking mechanism that extends the standard vector-model similar-

ity measurements to consider different dimensions that are built from the

relational information. Chapter 5 proposes QPLM, which has shown to be a

faster and simpler technique than current Semantic Role Labelling (SRL)

tools. In Chapter 6, we have shown that the addition of linguistically-

oriented dimensions to the standard bag-of-words dimension in a vector space

retrieval allows results to improve in IR and in QA. We have also shown

in Chapter 6 that QPLM sustains the improvements obtained by standard

linguistic information such as syntactic dependency relations and semantic

roles. QPLM provides improved results over dependency relations and even

though QPLM has slightly worse numerical results in comparison to SRL,

the difference is not statistically significant.

Therefore, we have shown that syntactic and semantic features can be

integrated into the IR process and can serve as an indication of relevance

for QA. We have also shown that improvements are sustained with simple

semantic annotations such as QPLM. QPLM provides a better indication
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of relevance for QA than syntactic information, and provides just as much

indication as SRL, which is a type of semantic information that is more

complex and more difficult to generate.

We have also shown that improvements in the retrieval set of documents

are not always sustained with the same degree in the QA phase. This is

another indication of the mismatch between the intrinsic and extrinsic eval-

uation of retrieval sets for QA, a point raised in Chapter 3 and in [112]. This

supports the conclusion that better evaluation metrics and higher integration

between IR and QA are needed.

In Chapter 4, we proposed a framework for the indexing and retrieval of

relational information that is fast and uses small amounts of memory. We

compared our framework performance with the representation using rela-

tional databases (MySQL) and an IR system built using the state-of-the-art

Xapian IR toolkit. The comparison has shown that our framework is more

suitable for the encoding of relational information such as syntactic depen-

dency relations. We have obtained smaller inverted file structures and faster

speeds on both the indexing and the retrieval stages.

7.1 Future Work

The IR framework proposed in Chapter 4 has shown to outperform a rela-

tional database and a state-of-the-art retrieval tool, in terms of indexing and

retrieval speed, and in terms of disk space needed for its index structure.

However, we believe that further improvements in this framework are still

achievable. For instance, inverted file compression techniques have yet to

be fully explored, and even though the framework allows distributed IR, we

have not performed any experiment in this regard.

We believe that the IR framework is an important outcome of this thesis,

and that we should contribute to the community by making it freely avail-

able. Some immediate work involves allowing the framework and some IR

tools built over this framework to be available as an open source project.

Although we have shown that QPLM and SRL help to improve IR for QA
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when comparing to the standard use of BoW, we have not yet implemented

different ranking algorithms in our IR framework, nor implemented a passage

retrieval option. Another possible promising study would be to apply our

ranking technique or to use QPLM in the state-of-the-art IR tools.

SRL is seen as a promising auxiliary process for QA, however the im-

provement obtained by its usage is still small [135, 131] or even negative [8].

Although we have not presented large improvements with the usage of SRL,

we have shown that similar improvements can be sustained with annotation

tools that are simpler and faster. Therefore, we believe that the direction

for research regarding semantic roles and IR for QA is not towards heavier

and more comprehensive semantics but towards lighter and perhaps more

restrictive methods.

QPLM has shown to equally help IR for QA, even though its accuracy

is still lower in comparison to SRL tool. This suggests that the quality of

the semantic annotation may not play the largest part in guiding IR systems

into retrieving the best documents for QA. However, we believe that QPLM

can prove to be even more useful if its precision and recall are improved.

Further work towards improving QPLM includes using syntactic parsers and

different training corpora.

We noticed that many errors originated from syntactic parser errors; the

usage of different syntactic parsers or a combination of them, as employed

by Nowson and Dale [104], may offset the errors in annotation and improve

the overall results. Another interesting question, which deserves further

investigation, is whether we can obtain the same annotation without the use

of off-the-shelf syntactic parsers, and even obtain the syntactic rules that

form the semantic annotation directly from the training corpus. By removing

the dependency on off-the-shelf syntactic parsers, there is potential to further

improve the annotation speed performance and its accuracy.

Even though QPLM labels resemble natural language questions, we be-

lieve that they do not need to be restricted to this representation. Further

experiments could be carried out with the use of different types of seman-
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tic labels, which can facilitate the use of available resources (such as the

PropBank) and the comparison with standard techniques.

We also believe that QPLM can be used to pinpoint exact answers, in

a similar way that semantic triples are used to extract answers in the work

of Litkowski [77], however further experiments are needed to support this

claim.

7.2 Thesis Contributions

To summarise, we have made the following contributions with this thesis:

• We have found that named entities of the same type that is expected

of an answer to a question cannot be used as an indication of relevance

of documents in a pseudo-relevance feedback technique.

• We have found that semantic relations can be effectively used in the

retrieval stages of a QA system, providing improvements over the bag-

of-words baseline.

• We have developed an IR framework that allows a wide range of lin-

guistic information to be represented, with efficient usage of memory

and fast speed performance.

• We have developed a semantic relation model that is more suitable

for IR than current Semantic Role Labelling standards because it is

simpler and faster to generate, whilst delivering similar overall QA

results.
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Tupi Framework for Information Retrieval

The lack of support for NLP information from IR tools makes it hard for re-

searchers to integrate these techniques. In this chapter, we propose the Tupi

IR framework that allows the inclusion of different types of information such

as those produced by NLP tools. This information is quickly stored and

accessed since it can be included in the search structures of the IR systems

built with the aid of the proposed framework. This chapter is divided into

three sections: Section A.2, which details the Tupi framework for IR and

the details and interaction between its components; and Section A.3, which

highlights the construction of the IR system named Jemu. The Jemu IR sys-

tem allows the inclusion of different types of relational information. Finally,

in Section A.4 we present some concluding remarks and future directions for

research.

A.1 Representing Relations in IR

IR has based its searching algorithms on the existence of words that cap-

ture the need of a user expressed by a set of keywords. A keyword search

means that the token granularity of the search is at the word level. Different

retrieval tasks may require different token granularity, for instance a word

search tool based on specific sound descriptions could use similar keyword

IR techniques but using phonemes instead of keywords. The choice or what

177



APPENDIX A. TUPI FRAMEWORK

type of token is used is defined by the type of task and corpus.

If a more precise retrieval is needed, it becomes necessary to perform a

further analysis in the documents/query. Such analysis could include lin-

guistic information such as syntactic dependencies and semantic roles. The

addition of extra linguistic information allow the construction of a different

retrieval model than the standard BoW. For instance, the inclusion of syn-

tactic dependencies distinguish between searching for “comments about the

candidates” and “comments about the election”. This models are only achiev-

able if the linguistic information is added to the search index. Similar results

could be achieved if the keywords used are of low frequency that returns a

small amount of documents. However, with the growing amount of available

information, low frequency words will still account for a large amount of

document, which would demand a significant post processing effort.

A.2 Tupi Framework

The Tupi Framework for IR is designed to facilitate the construction of IR

systems that incorporate relational information among the tokens of docu-

ments. Unlike previous IR research that incorporate this type of information,

the Tupi Framework scales up well and is not largely affected by performance

or memory issues. Tupi can represent different types of relational informa-

tion whilst maintaining the simplicity of the BoW approach.

The Tupi framework is based on the concept that IR systems do not

need to know how the data is internally organised, and like a database man-

agement system, they have the freedom to define what type of relational

information will be included. Tupi is not intended to be a database system,

nor does it allow the freedom of such systems, but it does focus on allowing

IR systems to represent textual relations in a way that can be easily stored

and retrieved.

The two main components in an IR system and in the Tupi framework

are the Indexer and the Retriever. In our framework, these components

together with other data structures need to be implemented in order to form
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I n d e x e r

- I n v e r t e d F i l e
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+ R a n k ( Q u e r y : I U n i t [ ] , R e t r i e v e d : I U n i t [ ] )

Figure A.1: Tupi framework

a complete IR system. Figure A.1 shows an overview of the framework and

how the classes relate to each other. In this framework, both Retriever

and Indexer classes use objects of the InvertedFile class. The InvertedFile

class implements an inverted file, which stores the names of the indexed

documents and their respective unique identification numbers via the class

DocumentList.

The communication between Indexer, Retriever and InvertedFile is done

via the abstract class IUnit. The translation between text to a list of IUnits

is done by another abstract class named IUnitBuilder. The implementation

of IUnit defines what type of information and how it is stored in the inverted

file; the implementation of IUnitBuilder defines how the information is con-

verted between text to IUnit. The coding of information from structured

data to a sequence of bytes is done by the class IUnit, while the class Invert-

edFile is responsible for optimising the storage of IUnits for every indexed

token.

The token position in the class InvertedFile is recorded using the class
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R A M F i l e
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+ R e t r i e v e ( P o s i t i o n )

+ F r e e S p a c e ( )

Figure A.2: RAMFile class

TrieFile. As the name of the class suggests, TrieFile implements a trie

structure [27]. Both TrieFile and InvertedFile store information on disk via

the class RAMFile. RAMFile allows the creation of files in RAM memory

and only writes them to persistent storage when requested.

The modules of the Tupi Framework are built to allow more freedom of

representation than the standard IR techniques, without compromising the

performance of such systems. These modules are described in details in the

following subsections.

A.2.1 RAMFile: The Interface with Memory and Disk

The RAMFile class, shown in Figure A.2, allows the communication of the

other classes with persistent storage. Its constructor receives a file name, a

file size and the data allocation size, and a flag indicating whether to bypass

the memory buffer and read/write directly from the persistent storage. The

allocation size is necessary since it defines where a position in the file is

found. For instance, position 20 with an allocation size of 3 KB will start

at 60 KB from the start of the file.

The DirectToDisk flag defines whether to bypass the memory buffer. It is

used when the access to disk is not too frequent or when there is not enough

main memory to support the whole file. Currently, RAMFile is only able to

create files on RAM that are smaller than the available memory size; future

developments will allow this file to be larger than the memory available by

using paging techniques.

The main methods implemented by RAMFile are Store, Retrieve and
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T r i e F i l e

- R A M F i l e

+ T r i e F i l e ( D i r e c t T o D i s k : B o o l )

+ I n s e r t ( T o k e n , I n f o )

+ R e m o v e ( T o k e n )

+ R e t r i e v e ( T o k e n )

Figure A.3: TrieFile class

Flush. Store records a given data in the file either sequentially from the last

recorded position or at a given position. Retrieve returns the data of a given

position, and Flush transfers the RAM buffer into the persistent memory.

Because of the pre-defined file size of the current implementation of RAMFile,

Retrieve and Store will return an error if the sequential read/write reaches

the end of file.

A.2.2 TrieFile: Structure for String Retrieval

The TrieFile class, shown in Figure A.3, implements a trie structure us-

ing RAMFile for the storage and retrieval of information. According to

Clement et al. [27], a trie T (S) is a data structure defined by a recursive rule

T (S) = 〈T (S/a1), T (S/a2), . . . , T (S/ar)〉, where S is a set of strings over the

alphabet A = {aj}
r
j=1, and S/an are all strings of S starting with an and

which are stripped of its initial letter.

In addition to the performance advantages of such structures, tries fa-

cilitate the use of stemming techniques, since the process of finding the set

of words that start with a word stem is straightforward. Figure A.4 demon-

strates the retrieving process of the words connect, connected, connecting,

connection, and connections via the common stem connect, in a trie struc-

ture.

The TrieFile class contains the following methods: Insert, Remove, and

Retrieve. The Insert method adds a token to the structure with associ-

ated information, Remove deletes a token and its information, and Retrieve

returns the information associated with a particular token.
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c o n n e c t

e

d

i

n

g

ons. . . . . . . . .

Figure A.4: Example of how a trie structure can be used to recover all

words associated to word stem connect. Nodes in gray and bold characters

represent word endings, where the address of the word in the inverted file is

located.

I U n i t

+ T o k e n

- D a t a :  B y t e [ ]

+ S t o r e ( s t r u c t )

+ G e t S t r u c t ( )

Figure A.5: IUnit class

A.2.3 IUnit : Defining the Data Structure

IUnit is one of the most important classes of the Tupi Framework and regards

the data type and its organisation. IUnit is an abstract class, i.e. not

implemented in the framework itself. The implementation of a class derived

from IUnit defines the data structure that will be used in the IR system based

on the Tupi Framework. Figure A.5 is the abstract class representation of

an IUnit.

IUnit requires that the type of data structure implemented to be seri-

alised into a byte stream and appended with a data preamble. The abstract

class IUnit uses a sequence of bytes to store information and requires the

implementation of two methods: Store that converts from a data structure
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(a)

00 10 0000 0000 0000 0000 0000

(b)

01 11 0000 0000 0000 0000 0000 0000 0000

(c)

11 00 0000

Type Size Bits Data

00 (a) 10 (2) 20 (4 bits + 2 bytes) 0000 0000 0000 0000 0000

01 (b) 11 (3) 28 (4 bits + 3 bytes) 0000 0000 0000 0000 0000 0000 0000

11 (c) 00 (0) 4 (4 bits + 0 bytes) 0000

Figure A.6: Example of a data structure as defined by an implementation of

the IUnit class

to a byte sequence, and GetStruct that converts the byte sequence into a

data structure.

We have currently defined a 4-bit prefix that defines the type of infor-

mation and the amount of bytes the information occupies. The first 2 bits

define the type of information, while the other 2 bits define the size of the

data in bytes (excluding the remainder bits of the first byte). This represen-

tation allows four distinct types of data to be represented. Figure A.6 shows

an example of such representation.

The example in Figure A.6 shows that we have three types of data, we

will call them a, b and c. Type a data starts with the prefix 00 10 indicating

the type on the first 2 bits ( 00 ) and the amount of trailing data bytes in

the last two bits. For type a, we have 2 trailing data bytes, indicated by

the bits 10 . The data of a is the remainder bits of the first byte plus the

amount of bytes indicated in the prefix, which accounts for 20 bits.

The data prefix indicating the size of the data is used to indicate where

the next data package will start. This information is important not only

for the data encoding/decoding stages, but also because it allows using

less memory when there is no need for a larger chunk of memory. For in-

stance, we need at least 19 bits to represents the document ID 262,144;

therefore the representation of such information as type a data would be

00 10 0100 0000 0000 0000 0000 . On the other hand, we need only 4 bits

to represent the document ID 14, which would render the following repre-

sentation: 00 00 1110 . The size prefix can help compression techniques if

needed.
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According to this representation, the maximum amount of data bits is 28,

which is enough for the purpose of this framework since it can represent 228

distinct numbers. If all IDs are represented in one only inverted file with

one term per document and no compression, the minimum amount of space

needed to store this information is 1 GB (228×4 bytes). It is to be understood

here that such representation is hypothetical and the number of terms per

indexed file is certainly larger than the trivial example of one. In reality, if

the number of IDs are exhausted the amount of memory needed will be many

times larger than today’s standards for any simple structure implementation.

We understand that if one wants to assign a unique identification number for

every document that is indexed, the 228 limitation can be restrictive. Taking

that the average document size in the GOV2 collection of documents used in

the Terabyte Track [19] is nearly 18 KB, we can represent a data collection

of 4.5 TB using 228 distinct documents. This amount of documents is enough

for today’s existing fixed corpora, but is not sufficient for WWW indexing.

Because of this, we designed the framework, so that unique IDs are assigned

per inverted file. Therefore, we can represent an unlimited number of files

by creating multiple inverted files.

A.2.4 InvertedFile: Efficiently Storing Information

One of the core structures that allow the development of an IR system is the

inverted file. Since files are searched via keywords, the inverted file, which is

a structure that indicates the location of all document keywords, is largely

responsible for the performance of an IR system. What distinguishes the

Tupi framework from other frameworks is that these keywords may contain

more information than simply where they occur.

The class InvertedFile, shown in Figure A.7, represents an inverted file

structure using a RAMFile for persistent data storage, a TrieFile for the

token information, and a DocumentList for the document information. Doc-

umentList is declared as a public object, so that the classes Indexer and Re-

triever can directly use its functionality and data. InvertedFile implements
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I n v e r t e d F i l e

- T r i e F i l e

- R A M F i l e

+ D o c u m e n t L i s t

+ I n v e r t e d F i l e ( N a m e , S i z e , D i r e c t T o D i s k : B o o l )

+ I n d e x ( I U n i t [ ] )

+ R e t r i e v e ( I U n i t )

Figure A.7: InvertedFile class

two main methods: the Index method that is responsible for organising a

number of IUnits in the inverted file structure, and the Retrieve method that

deals with finding all IUnits associated with a given IUnit. This association

can be defined as all IUnits of a given token, or as the IUnits that have the

same token and share same other similar information.

The use of prefixes in the IUnit structure allows the representation of

different data types in the same inverted file. Other IR strategies solve this

problem by the use of multiple indices; a solution that would not require

the prefix data, therefore reducing the size occupied by the inverted files.

However, the use of multiple indices will likely require some redundant data

structures, such as dictionaries.

Our aim with using this type of structure is not only to allow the represen-

tation of different types of information, but also to allow the representation

of information that is dependent on each other. This dependency causes the

records of the inverted file to be an inverted file on their own. For instance,

we can mark the presence of a word in different documents of a corpus, in

different sections of those documents, in different paragraphs of those sec-

tions, and so on. We define this dependent information as optional, meaning

that if a word is part of a table and not a proper paragraph, it does not need

to indicate which paragraph it pertains.

We represent different data types with different prefixes in order to pro-

vide some freedom of representation for different types of information in the

inverted file. For instance, if we consider the previous types of information

in Figure A.6 as document ID for a, related word for b, and word position for

c, we can build an indexing scheme that every word contains the informa-
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(a) IUnit representations as they appear on sentences

IUnit 1 2 3 4

Term(ID) John(135) Susan(145) Susan(145) Chris(187)

Document ID 25 25 25 25

Frequency 1 1 1 1

Related Word(ID) Susan(145) Chris(187)

Relation(ID) love(15) love(15)

Position 1 2 3 4

(b) Inverted file representation of (a)

Term(ID) Inverted File Data

(a-doc-freq) (b-relation-r.word) (c-position)

John(135) (a-25-1) (b-15-145) (c-1)

Susan(145) (a-25-2) (c-2) (b-15-187) (c-3)

Chris(187) (a-25-1) (c-4)

Figure A.8: IUnit and inverted file representations for “John loves Susan”

and “Susan loves Chris”

tion of which documents it appears, which words it relates to, and in which

document position it is located. Because b contains 28 bits of data, it can

only build the relation with 228 words in the dictionary. Assuming that we

do not work with more than 220 words, we could use the first 8 bits of data

to represent the type of relation. Therefore, the data of type b would inform

the relation type and the related word. Type c can be used to represent the

position of the word in the document. The existence of the word in a doc-

ument can be recorded in many different ways; it can be a different type in

the structure (as in c) or as part of a larger data structure, e.g. type a being

a combination of document ID and Term Frequency. Either way, the type b

data is clearly optional, which will allow the indexing of terms when they do

not relate to other terms in the document. This representation, with type a

being a combination of document ID and Term Frequency is exemplified in

Figure A.8 for the hypothetical sentences/relations “John loves Susan” and

“Susan loves Chris”.
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(a) IUnits for “Susan likes John”

IUnit 1 2

Term(ID) Susan(145) John(145)

Document ID 26 26

Frequency 1 1

Related Word(ID) John(145)

Relation(ID) like(14)

Position 1 2

(b) Inverted file representation of (a)

Term(ID) Inverted File Data

(a-doc-freq) (b-relation-r.word) (c-position)

John(135) (a-25-1) (b-15-145) (c-1) (a-26-1) (c-2)

Susan(145) (a-25-2) (c-3) (b-15-187) (c-4) (a-26-1) (b-14-145) (c-1)

Figure A.9: IUnit and inverted file representations when adding the rela-

tion/sentence “Susan likes John”

Figure A.8 shows the representation of the love relationship between

John, Susan and Chris. As it can be observed, when no relationship is

present, there is no need to include type b relations. Considering that the

sentence and relationship “Susan likes John” appears in a following docu-

ment, the IUnit and the inverted file representations will be as shown in

Figure A.9.

What can be noticed in the example of Figure A.9 is that all data in the

sequence of data refers to document ID 25 until document ID 26 is included.

The same principle can be applied to other types of data if the different

types are dependent on each other (e.g. document, paragraph, sentences

and words).

Although we have not implemented compression techniques such as vari-

able gaps, γ or σ codes [86, Chapter 5], the InvertedFile is able to incorporate

them. Currently the only technique used to reduce the size of the inverted file

is allowing data types to be represented with fewer bytes than the maximum

when possible. The implementation of compression techniques is compatible
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D o c u m e n t L i s t

- I D s :  T r i e F i l e

- N a m e s

+ A d d D o c u m e n t ( N a m e )

+ G e t I D ( N a m e )

+ G e t N a m e ( I D )

Figure A.10: DocumentList class

to the inverted file format and specifications.

A.2.5 DocumentList : Finding Indexed Documents

The DocumentList class, shown in Figure A.10, can be accessed as a public

object of the InvertedFile class. We have defined it in this way to maintain

the strong link between both structures. The DocumentList class represents

a list of documents that have been indexed with a unique document ID.

This class offers the following functionalities: AddDocument to include a new

document, GetID to return the ID given a document name, and GetName

to return the document name for a given document ID.

Currently DocumentList uses a sequential list of documents for returning

the document name for a given ID, and a TrieFile for returning the ID for a

given document name. The trie structure presents an efficient way to store

documents with full directory path information, in particular when many files

in the same directory need to be indexed and when they have a sequential

naming as those in the AQUAINT corpus. The example of Figure A.11 shows

the representation for the following AQUAINT files: NYT19990611.0023,

NYT19990611.0025, NYT19980712.0080, and APW19990110.0072. As ob-

served different documents are created for every news article, identified by a

four-digit suffix.

The versatility of the trie structure and its linear performance is the

main reason for its usage. However, when the file list is known, such as

the one in the AQUAINT corpus, a better strategy would be to implement

a hash function to convert between document names and document IDs.
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N Y T 1 9 9 9 0 6 1 1 . 0 0 2 3

5

0800.21708

2700.01109991WPA

Figure A.11: Trie representation of the name of AQUAINT docu-

ments NYT19990611.0023, NYT19990611.0025, NYT19980712.0080, and

APW19990110.0072

I U n i t B u i l d e r

+ B u i l d I U n i t s ( T e x t )

Figure A.12: IUnitBuilder class

The implementation of such functions can be easily done via overriding the

implementation of the methods of class DocumentList.

A.2.6 IUnitBuilder : Extracting Meaning from Text

The abstract class IUnitBuilder, shown in Figure A.12, requires its only

method to be implemented. An implementation of IUnitBuilder needs to

convert textual information to a set of IUnits; therefore, this class is respon-

sible for the necessary text processing steps of the Tupi Framework. For

instance, if an IR system requires the implementation of a bigram model,

the implementation IUnitBuilder.Bigram will be responsible for dividing the

text into bigrams and creating the set of IUnits according to a pre-defined

structure in the implementation of IUnit.Bigram. For more complex textual

processing tasks, IUnitBuilder classes might require help from external NLP

tools, such as syntactic parsers and named-entity recognisers. Figure A.13

is an example of some possible children implementations of the class IUnit-

Builder.
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I U n i t B u i l d e r

+ B u i l d I U n i t s ( T e x t )

I U B . B a g O f W o r d s

+ B u i l d I U n i t s ( T e x t )

I U B . B i g r a m s

+ B u i l d I U n i t s ( T e x t )

I U B . S y n t a x

+ B u i l d I U n i t s ( T e x t )

Figure A.13: Example of implementations of the IUnitBuilder class

I n d e x e r

- I n v e r t e d F i l e

+ I n d e x e r ( N a m e , S i z e )

+ I n d e x D o c u m e n t ( N a m e )

Figure A.14: Indexer class

A.2.7 Indexer : Processing and Organising Documents

The Indexer class, shown in Figure A.14, is responsible for reading docu-

ments and creating the inverted file via the InvertedFile class. The Indexer

class receives a name to be assigned to the inverted file and its maximum

size. These constructor parameters directly affect the classes InvertedFile,

its DocumentList and consequently the TrieFiles and RAMFiles since this

classes require this information in order to create their necessary storage

files.

The Indexer class uses the method of UnitBuilder to create a set of IUnits

that are going to be passed to the InvertedFile class for storage. The role

of the Indexer implementation is to organise the data flow between these

structures. The Indexer class works with only one inverted file at a time.

After processing the document, the list of IUnits is passed to the InvertedFile

object at hand, if the InvertedFile is unable to Index the information for lack

of memory space, the Indexer class is responsible for closing the exhausted

InvertedFile and creating a new one.

The InvertedFile class is not implemented as thread-safe, which means

that if there is a need for faster indexing, several indexing processes can-
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R e t r i e v e r

- I n v e r t e d F i l e [ ]

- C a c h e

+ A d d D B ( N a m e , S i z e )

+ R e t r i e v e ( Q u e r y )

Figure A.15: Retriever class

not work with the same InvertedFile object. Nevertheless, it is possible for

several indexing processes to be launched simultaneously in one or more ma-

chines creating different InvertedFile objects. One or more InvertedFiles can

be used simultaneously by one or more Retriever processes.

A.2.8 Retriever : Finding the Best Documents

The main function of the Retriever class, shown in Figure A.15, is to utilise

the structure of the InvertedFile to find documents that are relevant to a

user query. The Retrieval class must interpret the query in the same way as

the Indexer does for the documents, converting it to a set of IUnits via a

specialised implementation of the class IUnitBuilder. The query IUnits are

used to recover information from the InvertedFile that is similar to the ones

in the query. This list of IUnits from the InvertedFile is then used along

with the list of IUnits from the query to build a list of documents sorted by

relevance. This ranking list of documents is built by an implementation of

the abstract class RankingBuilder, which should return a list of Document

IDs (DOCID) and their scores (RankUnits).

The RankingBuilder, represented in Figure A.16, is an abstract class

that must implement a single function that combines query and the retrieved

IUnits into a list of documents. This is normally one of the main components

of a IR system; good ranking functions should push good documents to

the beginning of the list and bad documents to the end of it. The Tupi

framework allows the implementation of different ranking functions via the

implementation of the RankingBuilder.

Because retrieval is not a sequential task like indexing, the process can
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R a n k U n i t

+ D O C I D

+ S c o r e

b u i l d sR a n k i n g B u i l d e r

+ R a n k ( Q u e r y : I U n i t [ ] , R e t r i e v e d : I U n i t [ ] )

Figure A.16: Abstract class RankingBuilder and RankUnit type

use more than one inverted file at a single moment. However, this means

that the process might require the inverted file to remain on the disk, which

significantly affects the performance of the system. To improve such cases, a

cache system is implemented, which improves the performance of the system

since frequently used information is kept in main memory, and only the less

frequently used information is accessed on the disk.

If speed performance needs to be improved, the retrieval process can

also be distributed to different machines similarly to the indexing process.

However, we have not yet implementing a strategy that will distribute and

merge results from different machines and inverted files.

A.3 Jemu System

Jemu is an IR system that was developed using the Tupi Framework. The

Jemu system was used for all comparative experiments of IR techniques

described in this thesis, in particular those in Chapter 6. Jemu was developed

so that with just a simple change of parameters read in at runtime, it could

access and retrieve different types of relational information. Jemu was also

developed so that the same IR methodologies can be applied to different

types of information. This allows us to run experiments that highlight the

differences given by the information type, and not by the technique used.

A.3.1 Implementation

The Jemu system is made of two main programs: the JemuIndexer and the

JemuRetriever. These programs aggregate four types of information: BoW,

syntactic dependencies, QPLM, and PropBank-style SRL. A simplified ver-

sion of Jemu’s architecture is shown in Figure A.17. Both the implementation
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u s e s

I U n i t
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Figure A.17: Simplified overview of the Jemu architecture

of JemuIndexer and JemuRetriever require the implementation of specialised

IUnitBuilder and IUnit for each information type. The implementations of

Indexer and Retriever for each information type are trivial, since they only

require the use of the respective IUnitBuilder and IUnit.

The implementation of the JemuRetriever required the definition of a

ranking algorithm in RankingBuilder. The implementation of the Ranking-

Builder corresponds to the extension of the vector space ranking presented

in Chapter 4 on page 104.
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A.3.2 Implementation of IUnit

When implementing the IUnit structure, we noticed that could fit all four dif-

ferent types of information that we use into the PropBank’s SRL definition.

Thus, we created only one specialised IUnit structure called IUnit.SRL++

(see Figure A.17).

Using a more complex structure to store simpler information is not an

issue in the multi-layer inverted file representation (see Chapter 4). Our

representation optimises the space allocation when fields in IUnit.SRL++

are not used, or when they are repeated in a list of IUnit.SRL++.

When using IUnit.SRL++ to store PropBank-style SRL, the following

mapping takes place:

• dDID receives a document ID;

• dPNO receives a predicate ID (unique to a document);

• bIsP receives true for predicates and false for arguments;

• cTYPE receives an unique value according to its argument type (e.g.

arg0, arg1 and arg2), or whether it is a predicate; and

• dPOS is the position within a particular argument or predicate.

Table A.1 illustrates the representation of the sentence “John Smith loves

Mary Jones” when semantically annotated with PropBank-style semantic

roles and encoded as IUnit.SRL++. The example of Table A.1 uses arbi-

trarily defined Document ID and dPNO, and the following semantic repre-

sentation:

[arg0 John Smith] [pred loves] [arg1 Mary Jones]

In order to represent the other types of information we apply the mapping

shown in Figure A.2.

Objects of the class IUnit.SRL++ are built using a specific IUnitBuilder

for each of the information types used.
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IUnit.SRL++ John Smith loves Mary Jones

dDID 1002 1002 1002 1002 1002

dPNO 15 15 15 15 15

bIsP false false true false false

cTYPE ‘0’ ‘0’ ‘P’ ‘1’ ‘1’

dPOS 1 2 1 1 2

Table A.1: IUnit.SRL++ representations for the sentence “John Smith loves

Mary Jones”

BoW syntactic dependencies QPLM

dDID document ID document ID document ID

dPNO paragraph ID syntactic dependency ID sentence ID

bIsP false for every

term

true for the head of the de-

pendency and false for the

modifier

true for the W part of

the QPLM and false

for A part

cTYPE 0 for every term code indicating the part of

speech

code indicating the

type of QPLM relation

dPOS position of the

word in the para-

graph

code indicating the type of

syntactic dependency

QPLM triple ID

Table A.2: Mapping of BoW, syntactic dependencies and QPLM to the

structure of IUnit.SRL++

A.3.3 Implementation of IUnitBuilder

The IUnitBuilder was implemented as four specialised classes as shown in

Figure A.17. All IUnitBuilder create IUnit.SRL++ in different ways accord-

ing the type of information that has been built.

The IUnitBuilder.BoW finds the terms for IUnit.SRL++ using stan-

dard word boundaries such as spaces, punctuation marks and dashes. The

IUnitBuilder.Syn builds IUnit.SRL++ with the help of the Connexor syn-

tactic parser [143]. The IUnitBuilder.QPLM builds IUnit.SRL++ using the

QPLM annotation tool described in Chapter 5. The IUnitBuilder.SRL builds

IUnit.SRL++ with the help of the SwiRL [142].
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A.3.4 Implementation of RankingBuilder

The module RankingBuilder is implemented so that the function Rank can

build a ordered list of documents. The function receives the query as a list

of IUnits and all IUnits that were retrieved in the Inverted File for the given

query.

We implemented one RankingBuilder called RB.3VS for triple-vector

space (as defined in Chapter 4 on page 104). The relations among IUnits

are established in RankingBuilder.3VS. This means that the performance of

the ranking function is bound to the size of the corpus and the frequency of

occurrence of the query words.

A.4 Concluding Remarks

We have implemented the Tupi framework and the Jemu system in a stan-

dard environment to analyse the impact of the use of different linguistic

information in IR. The Tupi framework allows the development of IR sys-

tems that use different types of relational information with minimal effort.

Using the Tupi framework, we have implemented the Jemu system, which

only required the implementation of a few modules.
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B.1 List of Trustable Questions

The following questions make the list of trustable questions FACTOID-

TRUSTED defined in Chapter 6 on page 145. The list is ordered by question

ID and contains a Topic, a Question and an Answer pattern.1 The remaining

columns indicate the number of documents that contain the answer pattern

(Doc), the number of documents that are correctly answered by the pattern

(OK ), and the probability that a document that matches the answer pattern

correctly answers the question (Prob).2 The questions that form question

set FACTOID-1A are indicated by a symbol † before the question ID.

ID Topic Question Answer pattern Doc OK Prob

5.4 AARP Who is its top official or CEO? ((Deets)|(Tess

Canja))

40 38 95%

13.2 Jar Jar Binks What actor is used as his voice? Ahmed Best 27 25 93%

† 16.1 cataract What is the primary symptom

of a cataract?

clouding of the

lens in the eye

1 1 100%

† 18.2 boxer Floyd Pat-

terson

When did he win the title? Nov. 30, 1956 1 1 100%

† 19.4 Kibbutz Where was the first Kibbutz

founded?

shores of the Sea

of Galiee

1 1 100%

† 26.2 Ice-T What was his original name? Tracy Morrow 1 1 100%

† 30.1 minstrel Al Jolson What is Al Jolson’s real name? Asa Yoelson 1 1 100%

† 33.4 Florence Nightin-

gale

When did she die? Aug(\.?|ust)

(_|\s)13\s?,

(_|\s)1910

1 1 100%

34.4 Amtrak Who is the president or chief

executive of Amtrak?

George (D.

)?Warrington

35 33 94%

1As made available by TREC in http://trec.nist.gov/data/qamain.html
2See Equation (6.1) on page 144
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ID Topic Question Answer pattern Doc OK Prob

36.3 Khmer Rouge Who was its first leader? Saloth Sar 4 4 100%

46.1 Heaven’s Gate Who was the leader of the cult? Marshall Herff

Applewhite

3 3 100%

† 46.6 Heaven’s Gate Why did they commit suicide? to join a flying

saucer hiding be-

hind the Hale-

Bopp comet

1 1 100%

48.2 Abu Nidal What was his name at birth? Sabri (a|e)l(\-

|\s)Banna

25 23 92%

49.3 Carlos the Jackal Whom did he marry? Magdalena Kopp 2 2 100%

53.1 Conde Nast Who is the CEO of the publish-

ing company Conde Nast?

Steven (T.

)?Florio

34 31 91%

61.1 Muslim Brother-

hood

Who founded the Muslim

Brotherhood?

Hassan (e|a)l(\-

|\s)Banna

2 2 100%

† 62.3 Berkman Center

for Internet and

Society

What is its mission? studies the de-

velopment and

regulation of the

Internet

1 1 100%

66.2 Russian submarine

Kursk sinks

Who was the on-board com-

mander of the submarine?

(Capt(.?|ain)

)?(Gennady

)?Lyachin

16 18 100%

† 72.3 Bollywood What is the Bollywood equiva-

lent of Beverly Hills?

Malabar Hill 1 1 100%

73.4 Viagra What is the scientific name for

Viagra?

(S|s)ildenafil cit-

rate

10 10 100%

75.4 Merck & Co. What is the company’s web ad-

dress?

www.merck.com 5 5 100%

† 75.6 Merck & Co. Who was a chairman of the

company in 1996?

(Raymond (V.?

)?)?Gilmarman

1 1 100%

80.2 Crash of EgyptAir

Flight 990

Who was the pilot of Flight

990?

(Ahmed( Mah-

moud)? )?(el-|El

|al )Habash(y|i)

34 32 94%

† 81.5 Preakness 1998 What was the track attendance

for the 1998 Preakness?

103,269 1 1 100%

82.2 Howdy Doody

Show

On what date did the show go

off the air?

(Sept.?|September)

30:? 1960

3 3 100%

84.3 meteorites What is it called by the Indi-

ans?

Tomanoas 3 3 100%

† 85.3 Norwegian Cruise

Lines (NCL)

What is the name of the NCL’s

own private island?

Great Stirrup

Cay

1 1 100%

† 85.5 Norwegian Cruise

Lines (NCL)

Why did the Grand Cayman

turn away a NCL ship?

chartered for gay

passengers

1 1 100%

89.6 Little League Base-

ball

What is Little League Base-

ball’s URL on the Internet?

(http://)?

www.littleleague.org

7 7 100%

91.1 Cliffs Notes Who originated Cliffs Notes? (Cliff )?Hillegass 10 10 100%

† 96.1 1998 Nagano

Olympic Games

What materials was the 1998

Olympic torch made of?

pine and bam-

boo

1 1 100%

† 96.2 1998 Nagano

Olympic Games

How long was the men’s down-

hill ski run in Nagano?

2:923 meters 1 1 100%

† 98.4 American Legion What organization has helped

to revitalize Legion member-

ship?

Sons of the Le-

gion

1 1 100%

99.3 Woody Guthrie Where was Guthrie born? Okemah(:?

(Okla.?|Oklahoma))?

6 6 100%

105.5 1980 Mount St.

Helens eruption

What was the height of the vol-

cano after the eruption?

8:363 feet 2 2 100%

109.4 Telefonica of Spain Name the chairman. (Juan )?Villa-

longa

50 45 90%

126.2 Pope Pius XII What was his name before be-

coming Pope?

(Eugenio

)?Pacelli

5 5 100%
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† 126.4 Pope Pius XII How long was his pontificate? 19(-| )years?(:?

seven months

and seven days)

1 1 100%

† 132.5 Kim Jong Il To whom is Kim Jong Il mar-

ried?

Kim Young Sook 1 1 100%

† 144.4 82nd Airborne Di-

vision

What is the division’s motto? shoot ’em in the

face

1 1 100%

148.4 tourists massacred

at Luxor in 1997

At what site in Luxor did the

massacre occur?

(Hatshepsut

Temple|Temple

of Hatshepsut)

30 28 93%

149.6 The Daily Show What was the title for The

Daily Show’s 2000 election cov-

erage?

Indecision 2000 15 14 93%

† 152.2 Wolfgang Amadeus

Mozart

When was Mozart born? Jan(.|uary) 27 ?:

1756

1 1 100%

153.1 Alfred Hitchcock When was Hitchcock born? (Aug(.|ust).*13

.*1899|1899-08-

13)

0 4 100%

153.6 Alfred Hitchcock When did Hitchcock die? April 29, 1980 2 2 100%

† 165.6 the Queen Mum’s

100th Birthday

What was her husband’s title

when she married him?

Prince Albert:

Duke of York

1 1 100%

166.5 avian flu outbreak

in Hong Kong

What new strain of avian flu

appeared in Hong Kong within

the next two years?

H9N2 2 2 100%

† 168.6 Prince Charles’

paintings

What other prince showed his

paintings in a two-prince exhi-

bition with Prince Charles in

London?

Khalid Al-Faisal 1 1 100%

† 173.3 World Tourism Or-

ganization (WTO)

Who was the director of the

WTO in 1996?

Dr. Eduardo

Fayos-Sola

1 1 100%

† 174.5 American Farm

Bureau Federation

(AFBF)

According to the AFBF, what

is the average cost of a turkey

dinner with all the trimmings?

$33. ?83 1 1 100%

† 178.5 methamphetamine

labs

What chemical company’s la-

bels were found on bottles in a

methamphetamine lab?

Chemco Interna-

tional

1 1 100%

179.1 Hedy Lamarr What was the date of Hedy

Lamarr’s birth?

Nov. 9: 1913 2 2 100%

179.2 Hedy Lamarr What was her name at birth? Hedwig Eva

Marie Kiesler

2 2 100%

† 184.6 1999 Chicago

Marathon

What was the women’s win-

ning time in the 1999 Chicago

Marathon?

two hours 25

minutes and 59

seconds

1 1 100%

185.4 Iditarod Race Who is the founder of the Idi-

tarod?

Joe Redington 4 4 100%

185.6 Iditarod Race How many miles long is the Id-

itarod?

1.*049.*miles? 0 4 100%

† 187.6 Amazon River What is the name of the Ama-

zon River at its origin?

Carhuasanta

River

1 1 100%

202.7 Cole Porter What was Cole Porter’s first

professional musical?

See America

First

2 2 100%

203.2 Nissan Corp. Who is president of Nissan

Corp.?

Carlos Ghosn 66 64 97%

† 206.3 Johnstown flood How much water fell on John-

stown?

(20-million(-

| )ton|20 -

1000000 - ton)

1 1 100%
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B.2 List of Self-Contained Questions

The following list of questions were automatically generated from the TREC

questions in a way to create a self-contained query that can be used in a

single stage retrieval. The process used to create this question is described

in Chapter 6 on page 146.

ID ID

1.1 Regarding Crips, When was the first Crip

gang started?

1.2 Regarding Crips, What does the name mean

or come from?

1.3 Regarding Crips, Which cities have Crip

gangs?

1.4 Regarding Crips, What ethnic group/race

are Crip members?

1.5 What is Crips gang color? 1.6 Tell me more about Crips.

2.1 What is the name of Fred Durst’s group? 2.2 What record company is Fred Durst with?

2.3 What are titles of Fred Durst’s releases? 2.4 Where was Fred Durst born?

2.5 Tell me more about Fred Durst. 3.1 When was the Hale Bopp comet discovered?

3.2 How often does Hale Bopp comet approach

the earth?

3.3 In what countries was the Hale Bopp comet

visible on its last return?

3.4 Tell me more about Hale Bopp comet. 4.1 When was James Dean born?

4.2 When did James Dean die? 4.3 How did James Dean die?

4.4 What movies did James Dean appear in? 4.5 Which was the first movie that James Dean

was in?

4.6 Tell me more about James Dean. 5.1 What does AARP stand for?

5.2 When was AARP started? 5.3 Where is AARP headquarters?

5.4 Who is AARP top official or CEO? 5.5 What companies has AARP endorsed?

5.6 Tell me more about AARP. 6.1 How long does one study as a Rhodes schol-

ars scholar?

6.2 Where do Rhodes scholars study? 6.3 Name famous people who have been Rhodes

scholars.

6.4 What countries have Rhodes scholars come

from?

6.5 Tell me more about Rhodes scholars.

7.1 What kind of animal is an agouti? 7.2 What is agouti average life span?

7.3 In what countries are agouti found? 7.4 Tell me more about agouti.

8.1 Who founded the Black Panthers organiza-

tion?

8.2 When was Black Panthers founded?

8.3 Where was Black Panthers founded? 8.4 Who have been members of Black Panthers?

8.5 Tell me more about Black Panthers. 9.1 Who are the members of Insane Clown

Posse?

9.2 What albums have Insane Clown Posse

made?

9.3 What is Insane Clown Posse style of music?

9.4 What is Insane Clown Posse biggest hit? 9.5 Tell me more about Insane Clown Posse.

10.1 What are prions made of? 10.2 Who discovered prions?

10.3 What diseases are prions associated with? 10.4 What researchers have worked with prions?

10.5 Tell me more about prions. 11.1 Who is the lead singer/musician in the band

Nirvana?

11.2 Who are the the band Nirvana members? 11.3 When was the the band Nirvana formed?

11.4 What is the band Nirvana biggest hit? 11.5 What are the band Nirvana albums?

11.6 What style of music do the band Nirvana

play?

11.7 Tell me more about the band Nirvana.

12.1 What industry is Rohm and Haas in? 12.2 Where is Rohm and Haas located?

12.3 What is Rohm and Haas annual revenue? 12.4 How many employees does Rohm and Haas

have?

12.5 Tell me more about Rohm and Haas. 13.1 What film introduced Jar Jar Binks?

13.2 What actor is used as Jar Jar Binks voice? 13.3 To what alien race does Jar Jar Binks be-

long?

13.4 Tell me more about Jar Jar Binks. 14.1 Horus is the god of what?

14.2 What country is Horus associated with? 14.3 Who was Horus mother?

14.4 Who was Horus father? 14.5 Tell me more about Horus.

15.1 Who are the members of the Rat Pack? 15.2 Regarding Rat Pack, Who coined the name?

15.3 What Las Vegas hotel was made famous by

the Rat Pack?

15.4 Tell me more about Rat Pack.

16.1 What is the primary symptom of a cataract? 16.2 How are cataract treated?

16.3 Who are doctors that have performed

cataract surgery?

16.4 Tell me more about cataract.
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17.1 When was the International Criminal Court

established?

17.2 What kind of cases does International Crim-

inal Court try?

17.3 Who is the sponsor of the International

Criminal Court?

17.4 How many justices are members of the In-

ternational Criminal Court?

17.5 Tell me more about International Criminal

Court.

18.1 What division (weight) did boxer Floyd Pat-

terson win?

18.2 When did boxer Floyd Patterson win the ti-

tle?

18.3 How old was boxer Floyd Patterson when he

won the title?

18.4 Who did boxer Floyd Patterson beat to win

the title?

18.5 Who beat boxer Floyd Patterson to take the

title away?

18.6 List the names of boxer Floyd Pattersons he

fought?

18.7 Tell me more about boxer Floyd Patterson.

19.1 What kind of a community is a Kibbutz? 19.2 With what country are Kibbutz associated?

19.3 When was the first Kibbutz founded? 19.4 Where was the first Kibbutz founded?

19.5 Regarding Kibbutz, How many are there

now?

19.6 Tell me more about Kibbutz.

20.1 In what year did the first Concorde passen-

ger flight take place?

20.2 What airlines have Concordes in their fleets?

20.3 How many seats are in the cabin of a Con-

corde?

20.4 How fast does the Concorde fly?

20.5 What year was the first Concorde crash? 20.6 Tell me more about Concorde.

21.1 How many Club Med vacation spots are

there worldwide?

21.2 Regarding Club Med, List the spots in the

United States?

21.3 Where is an adults-only Club Med? 21.4 Tell me more about Club Med.

22.1 Where was Franz Kafka born? 22.2 When was Franz Kafka born?

22.3 What is Franz Kafka ethnic background? 22.4 What books did Franz Kafka author?

22.5 Tell me more about Franz Kafka. 23.1 In what film is Gordon Gekko the main char-

acter?

23.2 Regarding Gordon Gekko, Who plays the

role?

23.3 Regarding Gordon Gekko, What year was

the movie released?

23.4 What was Gordon Gekko’s profession? 23.5 Tell me more about Gordon Gekko.

24.1 When was architect Frank Gehry born? 24.2 What nationality is architect Frank Gehry?

24.3 Where did he study architect Frank

Gehryure?

24.4 What prizes or awards has architect Frank

Gehry won?

24.5 What buildings has architect Frank Gehry

designed?

24.6 Tell me more about architect Frank Gehry.

25.1 What sport do Harlem Globe Trotters play? 25.2 When were Harlem Globe Trotters founded?

25.3 By whom were Harlem Globe Trotters

founded?

25.4 What countries have Harlem Globe Trotters

played in?

25.5 Tell me more about Harlem Globe Trotters. 26.1 What kind of singer is Ice-T?

26.2 What was Ice-T original name? 26.3 When was Ice-T born?

26.4 Where was Ice-T born? 26.5 What are names of Ice-T albums?

26.6 Tell me more about Ice-T. 27.1 What sport does Jennifer Capriati play?

27.2 Who is Jennifer Capriati coach? 27.3 Where does Jennifer Capriati live?

27.4 When was Jennifer Capriati born? 27.5 Tell me more about Jennifer Capriati.

28.1 What kind of business is Abercrombie and

Fitch?

28.2 When was Abercrombie and Fitch estab-

lished?

28.3 Where was Abercrombie and Fitch estab-

lished?

28.4 Regarding Abercrombie and Fitch, How

many stores are there?

28.5 Tell me more about Abercrombie and Fitch. 29.1 Why is the ’Tale of Genji’ famous?

29.2 Who wrote Tale of Genji? 29.3 When was Tale of Genji written?

29.4 Tell me more about Tale of Genji. 30.1 What is minstrel Al Jolson Jolson’s real

name?

30.2 What is minstrel Al Jolson nationality? 30.3 Where was minstrel Al Jolson born?

30.4 Who did minstrel Al Jolson marry? 30.5 What songs did minstrel Al Jolson sing?

30.6 Tell me more about minstrel Al Jolson. 31.1 What was Jean Harlow’s real name?

31.2 Where was Jean Harlow born? 31.3 When did Jean Harlow die?

31.4 How old was Jean Harlow when she died? 31.5 What did Jean Harlow die of?

31.6 Where is Jean Harlow buried? 31.7 What movies did Jean Harlow appear in?

31.8 What leading men did Jean Harlow star op-

posite of?

31.9 Tell me more about Jean Harlow.

32.1 What do practitioners of Wicca worship? 32.2 How many followers does Wicca have?

32.3 Who is Wicca leader? 32.4 What festivals does Wicca have?

32.5 Tell me more about Wicca. 33.1 What is Florence Nightingale famous for?

33.2 When was Florence Nightingale born? 33.3 Where was Florence Nightingale born?

33.4 When did Florence Nightingale die? 33.5 Tell me more about Florence Nightingale.

34.1 When did Amtrak begin operations? 34.2 How many passengers does Amtrak serve an-

nually?

34.3 How many employees does Amtrak have? 34.4 Who is the president or chief executive of

Amtrak?
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34.5 Name cities that have an Amtrak terminal. 34.6 Tell me more about Amtrak.

35.1 When did Jack Welch become chairman of

General Electric?

35.2 How many years was Jack Welch with GE?

35.3 When did Jack Welch retire from GE? 35.4 How many people did Jack Welch fire from

GE?

35.5 Tell me more about Jack Welch. 36.1 Regarding Khmer Rouge, In what country

did this movement take place?

36.2 When did the Khmer Rouge come into

power?

36.3 Who was Khmer Rouge first leader?

36.4 Who were leaders of the Khmer Rouge? 36.5 When was the Khmer Rouge removed from

power?

36.6 Tell me more about Khmer Rouge. 37.1 How many members are there in the singing

group the Wiggles?

37.2 Regarding Wiggles, Who are the members’

names?

37.3 Where is Wiggles from?

37.4 List the Wiggles’ songs. 37.5 Tell me more about Wiggles.

38.1 Regarding quarks, What kind of a particle

is a quark?

38.2 Who discovered quarks?

38.3 When were quarks discovered? 38.4 What are the different types of quarks?

38.5 Tell me more about quarks. 39.1 Regarding The Clash, What kind of music

does the band play?

39.2 In what year was The Clash first major al-

bum recorded?

39.3 Name The Clash songs?

39.4 Tell me more about The Clash. 40.1 When was Chester Nimitz born?

40.2 What town was Chester Nimitz native of? 40.3 What branch of the military did Chester

Nimitz serve in?

40.4 During what war did Chester Nimitz serve? 40.5 What rank did Chester Nimitz reach?

40.6 Tell me more about Chester Nimitz. 41.1 What year did the Teapot Dome scandal

take place?

41.2 Regarding Teapot Dome scandal, Who was

President of the United States at the time?

41.3 What was the main focus of the Teapot

Dome scandal?

41.4 Who were the major players involved in the

Teapot Dome scandal?

41.5 Tell me more about Teapot Dome scandal.

42.1 When was the USS Constitution commis-

sioned?

42.2 What conflict did USS Constitution distin-

guish herself in?

42.3 How many battles did USS Constitution

win?

42.4 What is USS Constitution nickname?

42.5 Tell me more about USS Constitution. 43.1 Regarding Nobel prize, Who established the

awards?

43.2 What are the different categories of Nobel

prizes?

43.3 Regarding Nobel prize, When were the

awards first given?

43.4 What is the monetary value of the Nobel

prize?

43.5 Tell me more about Nobel prize.

44.1 What tribe did Sacajawea belong to? 44.2 What years did Sacajawea accompany Lewis

and Clark on their expedition?

44.3 When was Sacajawea born? 44.4 When did Sacajawea die?

44.5 Where is Sacajawea buried? 44.6 How much is the Sacajawea coin worth?

44.7 Tell me more about Sacajawea. 45.1 When was the International Finance Corpo-

ration (IFC) established?

45.2 What is International Finance Corporation

(IFC) mission?

45.3 What countries has the IFC International

Finance Corporation (IFC)d projects in?

45.4 Tell me more about International Finance

Corporation (IFC).

46.1 Regarding Heaven’s Gate, Who was the

leader of the cult?

46.2 How many of its members committed

Heaven’s Gateuicide?

46.3 When did the mass Heaven’s Gateuicide oc-

cur?

46.4 Where did Heaven’s Gate occur? 46.5 How did they commit Heaven’s Gateuicide?

46.6 Why did they commit Heaven’s Gateuicide? 46.7 Tell me more about Heaven’s Gate.

47.1 On what date was Bashar Assad inaugu-

rated as the Syrian president?

47.2 What is Bashar Assad party affiliation?

47.3 What was Bashar Assad profession prior to

assuming the Presidency?

47.4 Regarding Bashar Assad, How long are Syr-

ian presidential terms?

47.5 What schools did Bashar Assad attend? 47.6 Tell me more about Bashar Assad.

48.1 When was Abu Nidal born? 48.2 What was Abu Nidal name at birth?

48.3 How many followers does Abu Nidal have? 48.4 In what countries has Abu Nidal operated

from?

48.5 In what year did the PLO condemn Abu

Nidal to death?

48.6 Tell me more about Abu Nidal.

49.1 What is Carlos the Jackal’ real name? 49.2 Where was Carlos the Jackal born?

49.3 Whom did Carlos the Jackal marry? 49.4 When was Carlos the Jackal captured?
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49.5 Where was Carlos the Jackal captured? 49.6 Tell me more about Carlos the Jackal.

50.1 When was Cassini space probe launched? 50.2 How much did Cassini space probe cost to

build?

50.3 What is Cassini space probe destination? 50.4 What planets will Cassini space probe pass?

50.5 Tell me more about Cassini space probe. 51.1 What is the religious affiliation of the

Kurds?

51.2 How many Kurds live in Turkey? 51.3 What other countries do Kurds live in?

51.4 Tell me more about Kurds. 52.1 When was the first Burger King restaurant

opened?

52.2 Regarding Burger King, Where was the first

restaurant opened?

52.3 Who founded Burger King?

52.4 What are Burger King’s gross sales today? 52.5 What countries is Burger King located in?

52.6 Tell me more about Burger King. 53.1 Who is the CEO of the publishing company

Conde Nast?

53.2 Where are Conde Nast’s headquarters? 53.3 When was Conde Nast founded?

53.4 What magazines does Conde Nast publish? 53.5 Tell me more about Conde Nast.

54.1 Where was Eileen Marie Collins born? 54.2 How many siblings does Eileen Marie Collins

have?

54.3 Whom did Eileen Marie Collins marry? 54.4 How many children does Eileen Marie

Collins have?

54.5 Where does Eileen Marie Collins live? 54.6 What schools did Eileen Marie Collins at-

tend?

54.7 What is Eileen Marie Collins occupation? 54.8 What branch of the service did Eileen Marie

Collins serve in?

54.9 What rank did Eileen Marie Collins reach? 54.10 Tell me more about Eileen Marie Collins.

55.1 Where was Walter Mosley born? 55.2 When was Walter Mosley born?

55.3 How old was Walter Mosley when he began

writing?

55.4 What books has Walter Mosley written?

55.5 Tell me more about Walter Mosley. 56.1 When was the Good Friday Agreement

made?

56.2 What is the purpose of the Good Friday

Agreement?

56.3 What groups are affected by Good Friday

Agreement?

56.4 Who were the key players in negotiating the

Good Friday Agreement?

56.5 Tell me more about Good Friday Agree-

ment.

57.1 What kind of ship is the Liberty Bell 7? 57.2 Who developed Liberty Bell 7?

57.3 What is Liberty Bell 7 made of? 57.4 What happened to Liberty Bell 7?

57.5 Tell me more about Liberty Bell 7. 58.1 What is philanthropist Alberto Vilar’s na-

tionality?

58.2 What organizations has philanthropist Al-

berto Vilar donated money to?

58.3 What is the name of philanthropist Alberto

Vilar he founded?

58.4 What companies has philanthropist Alberto

Vilar invested in?

58.5 Tell me more about philanthropist Alberto

Vilar.

59.1 Who founded Public Citizen? 59.2 When was Public Citizen formed?

59.3 What is Public Citizen purpose? 59.4 How many members does Public Citizen

have?

59.5 Who is Public Citizen current head? 59.6 Tell me more about Public Citizen.

60.1 What state does senator Jim Inhofe repre-

sent?

60.2 When was senator Jim Inhofe born?

60.3 When was senator Jim Inhofe first elected

to the senate?

60.4 What branch of the service did senator Jim

Inhofe serve in?

60.5 Tell me more about senator Jim Inhofe. 61.1 Who founded the Muslim Brotherhood?

61.2 When was Muslim Brotherhood formed? 61.3 What is Muslim Brotherhood goal?

61.4 What countries does Muslim Brotherhood

operate in?

61.5 Name members of Muslim Brotherhood?

61.6 Tell me more about Muslim Brotherhood. 62.1 Where is the Berkman Center for Internet

and Society located?

62.2 When was the Berkman Center for Internet

and Society formed?

62.3 What is Berkman Center for Internet and

Society mission?

62.4 Name members of the Berkman Center for

Internet and Society?

62.5 Tell me more about Berkman Center for In-

ternet and Society.

63.1 What kind of insect is a boll weevil? 63.2 What type of plant does boll weevil damage?

63.3 What states have had problems with boll

weevils?

63.4 Tell me more about boll weevil.

64.1 What was Johnny Appleseed’s real name? 64.2 Where was Johnny Appleseed born?

64.3 When did Johnny Appleseed die? 64.4 What did Johnny Appleseed wear as a hat?

64.5 In what states did Johnny Appleseed plant

trees?

64.6 Tell me more about Johnny Appleseed.

65.1 What are the names of the space shuttles? 65.2 Regarding space shuttles, Which was the

first shuttle?
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65.3 Regarding space shuttles, When was the

first flight?

65.4 When was the Challenger space shuttles

shuttle disaster?

65.5 Regarding space shuttles, How many mem-

bers were in the crew of the Challenger?

65.6 How long did the Challenger flight last be-

fore space shuttles exploded?

65.7 Tell me more about space shuttles. 66.1 When did the Russian submarine Kursk

sinks sink?

66.2 Who was the on-board commander of the

Russian submarine Kursk sinks?

66.3 The submarine was part of which Russian

submarine Kursk sinks fleet?

66.4 Regarding Russian submarine Kursk sinks,

How many crewmen were lost in the disas-

ter?

66.5 Regarding Russian submarine Kursk sinks,

Which countries expressed regret about the

loss?

66.6 In what sea did the Russian submarine

Kursk sinks sink?

66.7 Which U.S. Russian submarine Kursk sinkss

were reportedly in the area?

66.8 Tell me more about Russian submarine

Kursk sinks.

67.1 Regarding Miss Universe 2000 crowned,

Who won the crown?

67.2 Regarding Miss Universe 2000 crowned,

What country did the winner represent?

67.3 Regarding Miss Universe 2000 crowned,

How many competitors did the winner have?

67.4 Regarding Miss Universe 2000 crowned,

Where was the contest held?

67.5 Regarding Miss Universe 2000 crowned,

What was the scheduled date of the contest?

67.6 Regarding Miss Universe 2000 crowned,

Name other contestants?

67.7 Tell me more about Miss Universe 2000

crowned.

68.1 Where is Port Arthur Massacre Arthur? 68.2 When did the Port Arthur Massacre occur?

68.3 What was the final death toll of the Port

Arthur Massacre?

68.4 Regarding Port Arthur Massacre, Who was

the killer?

68.5 Regarding Port Arthur Massacre, What was

the killer’s nationality?

68.6 Regarding Port Arthur Massacre, What

were the names of the victims?

68.7 Regarding Port Arthur Massacre, What

were the nationalities of the victims?

68.8 Tell me more about Port Arthur Massacre.

69.1 When did France wins World Cup in soccer

win the World Cup?

69.2 Who did France wins World Cup in soccer

beat for the World Cup?

69.3 Regarding France wins World Cup in soccer,

What was the final score?

69.4 Regarding France wins World Cup in soc-

cer, What was the nickname for the French

team?

69.5 Regarding France wins World Cup in soccer,

At what stadium was the game played?

69.6 Regarding France wins World Cup in soccer,

Who was the coach of the French team?

69.7 Regarding France wins World Cup in soccer,

Name players on the French team?

69.8 Tell me more about France wins World Cup

in soccer.

70.1 Regarding Plane clips cable wires in Italian

resort, When did the accident occur?

70.2 Regarding Plane clips cable wires in Italian

resort, Where in Italy did the accident oc-

cur?

70.3 Regarding Plane clips cable wires in Italian

resort, How many people were killed?

70.4 What was the affiliation of the Plane clips

cable wires in Italian resort?

70.5 Regarding Plane clips cable wires in Italian

resort, What was the name of the pilot?

70.6 Regarding Plane clips cable wires in Italian

resort, What was the outcome of the U.S.

trial against the pilot?

70.7 Regarding Plane clips cable wires in Italian

resort, Who were on-ground witnesses to the

accident?

70.8 Tell me more about Plane clips cable wires

in Italian resort.

71.1 What type of plane is an F16? 71.2 How fast can F16 fly?

71.3 Who manufactures the F16? 71.4 Where is F16 based?

71.5 Who manufactures engines for the F16? 71.6 What countries besides U.S. fly F16s?

71.7 Tell me more about F16. 72.1 Where is Bollywood located?

72.2 From what foreign city did Bollywood derive

its name?

72.3 What is the Bollywood equivalent of Beverly

Hills?

72.4 What is Bollywood’s equivalent of the Os-

cars?

72.5 Where does Bollywood rank in the world’s

film industries?

72.6 Who are some of the Bollywood stars? 72.7 Tell me more about Bollywood.

73.1 Viagra is prescribed for what problem? 73.2 Who manufactures Viagra?

73.3 Who approved Viagra use in China? 73.4 What is the scientific name for Viagra?

73.5 When did Viagra go on the market? 73.6 In what countries could Viagra be obtained

on the black market?

73.7 Tell me more about Viagra. 74.1 What type of school is DePauw University?

74.2 Where is DePauw University located? 74.3 When was DePauw University founded?

74.4 Who was president of DePauw University in

1999?

74.5 Regarding DePauw University, What was

the approximate number of students attend-

ing in 1999?

74.6 Name graduates of the DePauw University? 74.7 Tell me more about DePauw University.

75.1 Where is the Merck & Company headquar-

tered?

75.2 What does the Merck & Company make?
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75.3 What is Merck & Co. symbol on the New

York Stock Exchange?

75.4 What is the Merck & Company’s web ad-

dress?

75.5 Name Merck & Companies that are business

competitors?

75.6 Who was a chairman of the Merck & Com-

pany in 1996?

75.7 Name products manufactured by Merck &

Co.?

75.8 Tell me more about Merck & Co..

76.1 What was Bing Crosby profession? 76.2 For which movie did Bing Crosby win an

Academy Award?

76.3 What was Bing Crosby nickname? 76.4 What is the title of Bing Crosby all-time

best-selling record?

76.5 He is an alumnus of which university? Bing

Crosby is an alumnus of which university?

76.6 How old was Bing Crosby when he died?

76.7 What movies was Bing Crosby in? 76.8 Tell me more about Bing Crosby.

77.1 When was George Foreman born? 77.2 Where was George Foreman born?

77.3 When did George Foreman first become

world heavyweight boxing champion?

77.4 Who did George Foreman defeat for his first

heavyweight championship?

77.5 How old was George Foreman when he first

won the heavyweight championship?

77.6 Name opponents who George Foreman de-

feated?

77.7 Name opponents who defeated George Fore-

man?

77.8 Tell me more about George Foreman.

78.1 When did Akira Kurosawa die? 78.2 When was Akira Kurosawa born?

78.3 Which university did Akira Kurosawa grad-

uate from?

78.4 What was Akira Kurosawa profession?

78.5 What was Akira Kurosawa English nick-

name?

78.6 What was Akira Kurosawa wife’s profes-

sion?

78.7 What were some of Akira Kurosawa

Japanese film titles?

78.8 Tell me more about Akira Kurosawa.

79.1 When did the Kip Kinkel school shooting

shooting occur?

79.2 Regarding Kip Kinkel school shooting, How

many students were wounded?

79.3 List students who were shot by Kip Kinkel

school shooting Kinkel?

79.4 How many students did Kip Kinkel school

shooting kill?

79.5 How old was Kip Kinkel school shooting

Kinkel when the shooting took place?

79.6 How many bombs did investigators find in

Kip Kinkel school shooting’s home?

79.7 Tell me more about Kip Kinkel school shoot-

ing.

80.1 Where in the Atlantic Ocean did Flight 990

Crash of EgyptAir Flight 990?

80.2 Who was the pilot of Crash of EgyptAir

Flight 990 990?

80.3 Who was the co-pilot of Crash of EgyptAir

Flight 990 990?

80.4 Regarding Crash of EgyptAir Flight 990,

How many crew members were aboard?

80.5 How many passengers were aboard Crash of

EgyptAir Flight 990 990?

80.6 Identify the nationalities of passengers on

Crash of EgyptAir Flight 990 990?

80.7 Tell me more about Crash of EgyptAir

Flight 990.

81.1 Name the horse that won the Preakness 1998

in 1998?

81.2 List other horses who won the Kentucky

Derby and Preakness 1998 but not the Bel-

mont?

81.3 Who is the trainer of the Preakness 1998

winner?

81.4 Who finished second to the Preakness 1998

winner in 1998?

81.5 What was the track attendance for the 1998

Preakness 1998?

81.6 Regarding Preakness 1998, What time did

the race begin?

81.7 Tell me more about Preakness 1998. 82.1 What year did the "Howdy Doody Show"

first run on television?

82.2 On what date did the Howdy Doody Show

go off the air?

82.3 Name the various puppets used in the

"Howdy Doody Show".

82.4 Name the characters in the Howdy Doody

Show?

82.5 Regarding Howdy Doody Show, The main

puppet character was based on what person?

82.6 Tell me more about Howdy Doody Show. 83.1 What was the Louvre Museum before it was

a museum?

83.2 When was the Louvre Museum transformed

into a museum?

83.3 How many paintings are on permanent ex-

hibit at the Louvre Museum?

83.4 Name the works of art that have been stolen

from the Louvre Museum?

83.5 How many people visit the Louvre Museum

each year?

83.6 Who is president/director of the Louvre Mu-

seum?

83.7 Tell me more about Louvre Museum.

84.1 Regarding meteorites, What is the largest

meteorite found in the U.S?

84.2 How heavy is meteorites?

84.3 What is meteorites called by the Indians? 84.4 Regarding meteorites, Where is the world’s

largest meteorite?

84.5 Regarding meteorites, How heavy is the

world’s largest meteorite?

84.6 How many metric tons of meteorites fall to

the earth each year?

84.7 Provide a list of names or identifications

given to meteorites.

84.8 Tell me more about meteorites.
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85.1 Name the ships of the Norwegian Cruise

Lines (NCL)?

85.2 What Norwegian Cruise Lines (NCL) line

attempted to take over NCL in December

1999?

85.3 What is the name of the Norwegian Cruise

Lines (NCL)’s own private island?

85.4 How does NCL rank in size with other Nor-

wegian Cruise Lines (NCL) lines?

85.5 Why did the Grand Cayman turn away a

Norwegian Cruise Lines (NCL) ship?

85.6 Name so-called theme Norwegian Cruise

Lines (NCL)s promoted by NCL?

85.7 Tell me more about Norwegian Cruise Lines

(NCL).

86.1 Give the month and year that General Sani

Abacha had a successful coup in Nigeria?

86.2 What reportedly caused the death of Sani

Abacha?

86.3 How old was Sani Abacha when he died?

86.4 Who was sworn in to replace Sani Abacha? 86.5 Name the children of Sani Abacha.

86.6 Tell me more about Sani Abacha. 87.1 When was Enrico Fermi born?

87.2 When did Enrico Fermi die? 87.3 What Nobel Prize was Enrico Fermi

awarded in 1938?

87.4 List things named in honor of Enrico Fermi. 87.5 What is Enrico Fermi most known for?

87.6 Give the name and symbol for the chemical

element named after Enrico Fermi.

87.7 What country did Enrico Fermi come from

originally?

87.8 Tell me more about Enrico Fermi. 88.1 Where is United Parcel Service (UPS) head-

quarters located?

88.2 Who is the CEO of United Parcel Service

(UPS)?

88.3 When was United Parcel Service (UPS)’s

first public stock offering?

88.4 In what foreign countries does the United

Parcel Service (UPS) operate?

88.5 What color are United Parcel Service (UPS)

trucks?

88.6 How much money did United Parcel Service

(UPS) pay out in insurance claims in 1984?

88.7 Tell me more about United Parcel Service

(UPS).

89.1 Where is the Little League Baseball League

World Championship played?

89.2 On what street are the fields where the Lit-

tle League Baseball League World Series is

played?

89.3 What Little League Baseball League teams

have won the World Series?

89.4 How many girls have played in the Little

League Baseball League World Series?

89.5 What year was the first Little League Base-

ball League World Series played?

89.6 What is Little League Baseball’s URL on the

Internet?

89.7 Tell me more about Little League Baseball. 90.1 What grape varieties are Virginia wines

made from?

90.2 Approximately how many acres of grapes

are grown in Virginia wine?

90.3 Which Virginia wine vineyard produces the

most wine?

90.4 Who was Virginia wine’s first and most fa-

mous wine maker?

90.5 Name the Virginia wine festivals.

90.6 Who was the former CEO who became a

Virginia wine maker?

90.7 Tell me more about Virginia wine.

91.1 Who originated Cliffs Notes? 91.2 Whose works were the subject of the first

Cliffs Notes?

91.3 Give the titles of Cliffs Notes Condensed

Classics.

91.4 What company now owns Cliffs Notes?

91.5 How many copies of Cliffs Notes are sold an-

nually?

91.6 What percentage of Americans have used

Cliffs Notes?

91.7 Tell me more about Cliffs Notes. 92.1 How many times did Arnold Palmer win the

Masters?

92.2 How many times did Arnold Palmer win the

British Open?

92.3 What players has Arnold Palmer competed

against in the Skins Games?

92.4 Which golf courses were designed by Arnold

Palmer?

92.5 What major championship did Arnold

Palmer never win?

92.6 What was Arnold Palmer’s wife’s first

name?

92.7 Tell me more about Arnold Palmer.

93.1 Who moderated the first 2000 Bush-Gore

presidential debate 2000 presidential de-

bate?

93.2 How long was the first 2000 Bush-Gore pres-

idential debate scheduled to be?

93.3 On what university campus was the first

2000 Bush-Gore presidential debate debate

held?

93.4 Which major network decided not to tele-

vise the first 2000 Bush-Gore presidential

debate?

93.5 In what state did Al Gore prepare for the

first 2000 Bush-Gore presidential debate de-

bate?

93.6 On what date was the first 2000 Bush-Gore

presidential debate debate?

93.7 Regarding first 2000 Bush-Gore presidential

debate, Who helped the candidates prepare?

93.8 Tell me more about first 2000 Bush-Gore

presidential debate.

94.1 Who was Mrs. 1998 indictment and trial of

Susan McDougal’s lawyer?

94.2 Regarding 1998 indictment and trial of Su-

san McDougal, Who was the prosecutor?

94.3 How did Mrs. 1998 indictment and trial of

Susan McDougal plead?

94.4 Who testified for Mrs. 1998 indictment and

trial of Susan McDougal’s defense?
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94.5 Regarding 1998 indictment and trial of Su-

san McDougal, What was the jury’s ruling

on the obstruction of justice charge?

94.6 Regarding 1998 indictment and trial of Su-

san McDougal, What was the result of the

contempt charges?

94.7 Tell me more about 1998 indictment and

trial of Susan McDougal.

95.1 What is return of Hong Kong to Chinese

sovereignty Kong’s population?

95.2 When was Hong Kong return of Hong

Kong to Chinese sovereigntyed to Chinese

sovereignty?

95.3 Who was the Chinese President at the time

of the return of Hong Kong to Chinese

sovereignty?

95.4 Regarding return of Hong Kong to Chinese

sovereignty, Who was the British Foreign

Secretary at the time?

95.5 What other countries formally congratu-

lated China on the return of Hong Kong to

Chinese sovereignty?

95.6 Tell me more about return of Hong Kong to

Chinese sovereignty.

96.1 What materials was the 1998 Nagano

Olympic Games Olympic torch made of?

96.2 How long was the men’s downhill ski run in

1998 Nagano Olympic Games?

96.3 Who won gold medals in 1998 Nagano

Olympic Games?

96.4 Which country took the first gold medal at

1998 Nagano Olympic Games?

96.5 Regarding 1998 Nagano Olympic Games,

Who won the women’s giant slalom?

96.6 How many countries were represented at

1998 Nagano Olympic Games?

96.7 Tell me more about 1998 Nagano Olympic

Games.

97.1 Who is the lead singer of the Counting

Crows?

97.2 What year did Counting Crows form?

97.3 What is the title of Counting Crows signa-

ture hit?

97.4 What is the title of the Counting Crows’

first record?

97.5 List the Counting Crows’ record titles? 97.6 List the Counting Crows’ band members?

97.7 Tell me more about Counting Crows. 98.1 When was the American Legion founded?

98.2 Where was the American Legion founded? 98.3 How many members does the American Le-

gion have?

98.4 What organization has helped to revitalize

American Legion membership?

98.5 List American Legionnaires?

98.6 Tell me more about American Legion. 99.1 List Woody Guthrie’s songs.

99.2 When was Woody Guthrie born? 99.3 Where was Woody Guthrie born?

99.4 What year did Woody Guthrie die? 99.5 Where did Woody Guthrie die?

99.6 What caused Woody Guthrie’s death? 99.7 Tell me more about Woody Guthrie.

100.1 Where was Sammy Sosa born? 100.2 What was Sammy Sosa’s team?

100.3 How many home runs were hit by Sammy

Sosa in 1998?

100.4 Who was Sammy Sosa’s competitor for the

home run title in 1998?

100.5 Regarding Sammy Sosa, What was the

record number of home runs in 1998?

100.6 What award was won by Sammy Sosa in

1998?

100.7 Name the pitchers off of which Sammy Sosa

homered?

100.8 Tell me more about Sammy Sosa.

101.1 When was Michael Weiss born? 101.2 Who is Michael Weiss’s coach?

101.3 When did Michael Weiss win his first U.S.

Skating title?

101.4 When did Michael Weiss win his second U.S.

Skating title?

101.5 Who is Michael Weiss’s choreographer? 101.6 What is Michael Weiss’s home town?

101.7 List Michael Weiss’s competitors. 101.8 Tell me more about Michael Weiss.

102.1 What was the official name of the Boston

Big Dig Dig?

102.2 When did the Boston Big Dig Dig begin?

102.3 What was the original estimated cost of the

Boston Big Dig Dig?

102.4 Regarding Boston Big Dig, What was the

expected completion date?

102.5 What is the length of the Boston Big Dig

Dig?

102.6 List individuals associated with the Boston

Big Dig Dig?

102.7 Tell me more about Boston Big Dig. 103.1 Where was Super Bowl XXXIV held?

103.2 Regarding Super Bowl XXXIV, What team

won the game?

103.3 Regarding Super Bowl XXXIV, What was

the final score?

103.4 Regarding Super Bowl XXXIV, What was

the attendance at the game?

103.5 How many plays were there in Super Bowl

XXXIV?

103.6 Regarding Super Bowl XXXIV, List players

who scored touchdowns in the game?

103.7 Tell me more about Super Bowl XXXIV.

104.1 In what city was the 1999 North American

International Auto Show held?

104.2 What type of vehicle dominated the 1999

North American International Auto Show?

104.3 What auto won the 1999 North American

International Auto Show American Car of

the Year award at the show?

104.4 List 1999 North American International

Auto Show manufacturers in the show?

104.5 How many 1999 North American Interna-

tional Auto Showmakers and suppliers had

displays at the show?

104.6 What was the expected attendance at the

1999 North American International Auto

Show?

104.7 In what year was the first 1999 North Amer-

ican International Auto Show Show held?

104.8 Tell me more about 1999 North American

International Auto Show.

105.1 In what 1980 Mount St. Helens eruptionain

range is Mt. St. Helens located?

105.2 Who named 1980 Mount St. Helens erup-

tion St. Helens?
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105.3 What was the date of Mt. 1980 Mount St.

Helens eruption. Helens’ eruption?

105.4 How many people died when 1980 Mount St.

Helens eruption erupted?

105.5 What was the height of the volcano after the

1980 Mount St. Helens eruption?

105.6 List names of eyewitnesses of the 1980

Mount St. Helens eruption?

105.7 Tell me more about 1980 Mount St. Helens

eruption.

106.1 Regarding 1998 Baseball World Series,

What is the name of the winning team?

106.2 Regarding 1998 Baseball World Series,

What is the name of the losing team?

106.3 Regarding 1998 Baseball World Series, Who

was named Most Valuable Player (MVP)?

106.4 How many games were played in the 1998

Baseball World Series?

106.5 Regarding 1998 Baseball World Series,

What is the name of the winning manager?

106.6 Name the players in the 1998 Baseball

World Series?

106.7 Tell me more about 1998 Baseball World Se-

ries.

107.1 How long is the Chunnel? 107.2 Regarding Chunnel, What year did con-

struction of the tunnel begin?

107.3 What year did the Chunnel open for traffic? 107.4 How many people use the Chunnel each

year?

107.5 Who operates the Chunnel? 107.6 List dates of Chunnel closures.

107.7 Tell me more about Chunnel. 108.1 Who is the parent company of Sony Pictures

Entertainment (SPE) Pictures?

108.2 What U.S. company did Sony Pictures En-

tertainment (SPE) purchase to form SPE?

108.3 Name the president and COO of the Sony

Pictures Entertainment (SPE)?

108.4 Name movies released by Sony Pictures En-

tertainment (SPE)?

108.5 Name TV shows by the Sony Pictures En-

tertainment (SPE)?

108.6 Who is the vice-president of Sony Pictures

Entertainment (SPE)?

108.7 Tell me more about Sony Pictures Enter-

tainment (SPE).

109.1 How many customers does Telefonica of

Spain have?

109.2 How many countries does Telefonica of

Spain operate in?

109.3 How is Telefonica of Spain ranked in size

among the world’s telecommunications com-

panies?

109.4 Regarding Telefonica of Spain, Name the

chairman?

109.5 Name companies involved in mergers with

Telefonica of Spain.

109.6 Tell me more about Telefonica of Spain.

110.1 What is the mission of the Lions Club Inter-

national Club?

110.2 When was the Lions Club International

founded?

110.3 Where is the Lions Club International’s

world-wide headquarters?

110.4 Who is the Lions Club International Club

president?

110.5 Name officials of the Lions Club Interna-

tional?

110.6 Name programs sponsored by the Lions

Club International Club?

110.7 Tell me more about Lions Club Interna-

tional.

111.1 When was AMWAY founded?

111.2 Where is AMWAY headquartered? 111.3 Who is the president of AMWAY?

111.4 Name the officials of AMWAY? 111.5 What is the name "AMWAY" short for?

111.6 Tell me more about AMWAY. 112.1 When did the first McDonald’s Corpora-

tion’s restaurant open in the U.S?

112.2 Regarding McDonald’s Corporation, Where

is the headquarters located?

112.3 What is the McDonald’s Corporation’s an-

nual revenue?

112.4 Who made McDonald’s Corporation’s the

largest fast-food chain?

112.5 Name the McDonald’s Corporation’s top of-

ficials?

112.6 Name the non-hamburger restaurant hold-

ings of the McDonald’s Corporation?

112.7 Tell me more about McDonald’s Corpora-

tion.

113.1 What is Paul Newman primary career? 113.2 What is Paul Newman second successful ca-

reer?

113.3 What is the name of Paul Newman that he

started?

113.4 Name the camps started under Paul New-

man Hole in the Wall Foundation?

113.5 Name some of Paul Newman movies? 113.6 Who is Paul Newman married to?

113.7 Tell me more about Paul Newman. 114.1 What is Jesse Ventura political party affili-

ation?

114.2 What is Jesse Ventura birth name? 114.3 List Jesse Ventura various occupations?

114.4 Name movies/TV shows Jesse Ventura ap-

peared in?

114.5 What is Jesse Ventura wife’s name?

114.6 How many children do Jesse Ventura have? 114.7 Tell me more about Jesse Ventura.

115.1 Regarding Longwood Gardens, When was

the initial land purchased?

115.2 Where is Longwood Gardens?

115.3 How large is Longwood Gardens? 115.4 Who created Longwood Gardens?

115.5 How many visitors does Longwood Gardens

get per year?

115.6 When is the best month to visit the Long-

wood Gardens?

115.7 List personnel of the Longwood Gardens? 115.8 Tell me more about Longwood Gardens.

116.1 Where is Camp David? 116.2 How large is Camp David?

116.3 What was Camp David originally called? 116.4 When was Camp David first used?
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116.5 What U.S. President first used Camp

David?

116.6 Regarding Camp David, Who are some

world leaders that have met there?

116.7 Tell me more about Camp David. 117.1 What kind of plant is kudzu?

117.2 When was kudzu introduced into the U.S? 117.3 From where was kudzu introduced?

117.4 What are other names kudzu is known by? 117.5 Why is kudzu a problem?

117.6 What has been found to kill kudzu? 117.7 Tell me more about kudzu.

118.1 When was U.S. Medal of Honor first

awarded?

118.2 Who authorized U.S. Medal of Honor?

118.3 How many have received the award U.S.

Medal of Honorince 1863?

118.4 What U.S. Medal of Honor of Honor recipi-

ents are in Congress?

118.5 Who is the only woman to receive U.S.

Medal of Honor?

118.6 How many veterans have received the U.S.

Medal of Honor twice?

118.7 Tell me more about U.S. Medal of Honor. 119.1 When was Harley-Davidson founded?

119.2 Where is Harley-Davidson based? 119.3 They are best known for making what prod-

uct? Harley-Davidson are best known for

making what product?

119.4 What other products do Harley-Davidson

produce?

119.5 What is the average age of a Harley-

Davidson rider?

119.6 What company did Harley-Davidson buy

out?

119.7 Tell me more about Harley-Davidson.

120.1 What was Rose Crumb occupation? 120.2 Where was Rose Crumb from?

120.3 What organization did Rose Crumb found? 120.4 When did Rose Crumb found it?

120.5 What awards has Rose Crumb received? 120.6 How old was Rose Crumb when she won the

awards?

120.7 Tell me more about Rose Crumb. 121.1 What was Rachel Carson vocation?

121.2 Where was Rachel Carson home? 121.3 What books did Rachel Carson write?

121.4 When did Rachel Carson write her book ex-

posing dangers of pesticides?

121.5 Her book caused what pesticide to be

banned? Rachel Carson book caused what

pesticide to be banned?

121.6 What did Rachel Carson die of? 121.7 When did Rachel Carson die?

121.8 Tell me more about Rachel Carson. 122.1 When was Paul Revere born?

122.2 When did Paul Revere die? 122.3 In what cemetery is Paul Revere buried?

122.4 When did Paul Revere make his famous

ride?

122.5 From where did Paul Revere begin his fa-

mous ride?

122.6 Where did Paul Revere famous ride end? 122.7 What were some of Paul Revere occupa-

tions?

122.8 Tell me more about Paul Revere. 123.1 When was Vicente Fox born?

123.2 Where was Vicente Fox educated? 123.3 Of what country is Vicente Fox president?

123.4 What job did Vicente Fox hold before be-

coming president?

123.5 What countries did Vicente Fox visit after

election?

123.6 Tell me more about Vicente Fox. 124.1 When was Rocky Marciano born?

124.2 Where did Rocky Marciano live? 124.3 When did Rocky Marciano die?

124.4 How did Rocky Marciano die? 124.5 How many fights did Rocky Marciano win?

124.6 Who were some of Rocky Marciano oppo-

nents?

124.7 Tell me more about Rocky Marciano.

125.1 What operas has Enrico Caruso sung? 125.2 Whom did Enrico Caruso marry?

125.3 How many children did Enrico Caruso have? 125.4 How many opening season performances did

Enrico Caruso have at the Met?

125.5 How many performances did Enrico Caruso

sing at the Met?

125.6 At what age did Enrico Caruso die?

125.7 Where did Enrico Caruso die? 125.8 Tell me more about Enrico Caruso.

126.1 When was he elected Pope Pius XII? 126.2 What was his name before becoming Pope

Pius XII?

126.3 What official positions did he hold prior to

becoming Pope Pius XII XII?

126.4 How long was Pope Pius XII pontificate?

126.5 How many people did Pope Pius XII canon-

ize?

126.6 What caused the death of Pope Pius XII

XII?

126.7 What Pope Pius XII followed Pius XII? 126.8 Tell me more about Pope Pius XII.

127.1 Where is the U.S. Naval Academy? 127.2 When was U.S. Naval Academy founded?

127.3 Regarding U.S. Naval Academy, What is the

enrollment?

127.4 What are the U.S. Naval Academytudents

called?

127.5 Who is the father of the U.S. Naval

Academy.S. Navy?

127.6 List people who have attended the U.S.

Naval Academy?

127.7 Tell me more about U.S. Naval Academy. 128.1 What does OPEC stand for?

128.2 How many countries are members of OPEC? 128.3 What countries constitute the OPEC com-

mittee?

128.4 Where is the headquarters of OPEC lo-

cated?

128.5 List OPEC countries.

128.6 Tell me more about OPEC. 129.1 What does the acronym NATO stand for?
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129.2 When was NATO established? 129.3 Where was the agreement establishing

NATO signed?

129.4 Regarding NATO, Which countries were the

original signers?

129.5 Where is NATO headquartered?

129.6 Tell me more about NATO. 130.1 What causes tsunamis?

130.2 Where does tsunami commonly occur? 130.3 What is tsunami maximum height?

130.4 How fast can tsunami travel? 130.5 What countries has tsunami struck?

130.6 What language does the term "tsunami"

come from?

130.7 Tell me more about tsunami.

131.1 What type of craft was the Hindenburg dis-

aster?

131.2 How fast could Hindenburg disaster travel?

131.3 When did the Hindenburg disaster occur? 131.4 Where did the Hindenburg disaster occur?

131.5 Regarding Hindenburg disaster, How many

people were on board?

131.6 How many of Hindenburg disaster were

killed?

131.7 Name individuals who witnessed the Hin-

denburg disaster?

131.8 Tell me more about Hindenburg disaster.

132.1 When was Kim Jong Il born? 132.2 Who is Kim Jong Il’s father?

132.3 What country does Kim Jong Il rule? 132.4 What posts has Kim Jong Il held in the gov-

ernment of this country?

132.5 To whom is Kim Jong Il married? 132.6 Tell me more about Kim Jong Il.

133.1 Where did this Hurricane Mitch occur? 133.2 When did this Hurricane Mitch occur?

133.3 As of the time of Hurricane Mitch, what pre-

vious hurricanes had higher death totals?

133.4 What countries offered aid for this Hurri-

cane Mitch?

133.5 What country had the highest death total

from this Hurricane Mitch?

133.6 Tell me more about Hurricane Mitch.

134.1 What is a genome? 134.2 List species whose genomes have been se-

quenced.

134.3 List the organizations that sequenced the

Human genome.

134.4 How many chromosomes does the Human

genome contain?

134.5 What is the length of the Human genome? 134.6 Tell me more about genome.

135.1 What country was the primary beneficiary

of this Food-for-Oil Agreement?

135.2 Who authorized this Food-for-Oil Agree-

ment?

135.3 When was this Food-for-Oil Agreement au-

thorized?

135.4 When was this Food-for-Oil Agreement

signed?

135.5 What countries participated in this Food-

for-Oil Agreement by providing food or

medicine?

135.6 Tell me more about Food-for-Oil Agree-

ment.

136.1 Who was the first Imam of the Shiite sect of

Islam?

136.2 Where is Shiite tomb?

136.3 Regarding Shiite, What was this person’s re-

lationship to the Prophet Mohammad?

136.4 Who was the third Imam of Shiite Muslims?

136.5 When did Shiite die? 136.6 What portion of Muslims are Shiite?

136.7 What Shiite leaders were killed in Pakistan? 136.8 Tell me more about Shiite.

137.1 What is the former name of Kinmen Island? 137.2 What country governs Kinmen Island?

137.3 What other Kinmen Island groups are con-

trolled by this government?

137.4 In the 1950’s, who regularly bombarded

Kinmen Island?

137.5 How far is Kinmen Island from this country? 137.6 Of the two governments involved over Kin-

men Island, which has air superiority?

137.7 Tell me more about Kinmen Island. 138.1 When was the International Bureau of Uni-

versal Postal Union (UPU) organized?

138.2 When did the International Bureau of Uni-

versal Postal Union (UPU) become part of

the UN?

138.3 Where were International Bureau of Univer-

sal Postal Union (UPU) congresses held?

138.4 When did China first join the International

Bureau of Universal Postal Union (UPU)?

138.5 Who is the Director-General of the Inter-

national Bureau of Universal Postal Union

(UPU)?

138.6 Tell me more about International Bureau of

Universal Postal Union (UPU).

139.1 When was the Organization of Islamic Con-

ference (OIC) of Islamic Conference orga-

nized?

139.2 Which countries are members of the Orga-

nization of Islamic Conference (OIC)?

139.3 Who has served as Secretary General of the

Organization of Islamic Conference (OIC)?

139.4 Where was the 8th summit of the Organiza-

tion of Islamic Conference (OIC) held?

139.5 Where was the 24th Organization of Is-

lamic Conference (OIC) Conference of For-

eign Ministers of the OIC held?

139.6 Tell me more about Organization of Islamic

Conference (OIC).

140.1 What government organization goes by the

acronym PBGC?

140.2 Who is the head of PBGC? 140.3 When was PBGC established?

140.4 Employees of what companies are receiving

benefits from PBGC?

140.5 What is the average waiting time for PBGC

to determine benefits?
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140.6 Tell me more about PBGC. 141.1 What position did Warren Moon play in pro-

fessional football?

141.2 Where did Warren Moon play in college? 141.3 In what year was Warren Moon born?

141.4 How many times was Warren Moon a Pro

Bowler?

141.5 Who is Warren Moon’s agent?

141.6 Who have coached Warren Moon in profes-

sional football?

141.7 List the professional teams for which Warren

Moon has been a player?

141.8 Tell me more about Warren Moon. 142.1 What does LPGA stand for?

142.2 Where is the LPGA headquartered? 142.3 How many events are part of the LPGA

tour?

142.4 When does the LPGA celebrate its 50th an-

niversary?

142.5 How many people were founders of LPGA?

142.6 Name past and present LPGA commission-

ers.

142.7 Name tournaments in which LPGA players

have participated.

142.8 Tell me more about LPGA. 143.1 Where is the American Enterprise Institute

located?

143.2 What is the full title of American Enterprise

Institute?

143.3 When was American Enterprise Institute

founded?

143.4 Who is the senior vice president of the

American Enterprise Institute?

143.5 What is the zip code of the American En-

terprise Institute?

143.6 Who have been "scholars" at the American

Enterprise Institute?

143.7 Who have been "fellows" at the American

Enterprise Institute?

143.8 Tell me more about American Enterprise In-

stitute.

144.1 Where in the U.S. is the 82nd Airborne Di-

vision based?

144.2 When was the 82nd Airborne Division

formed?

144.3 How many personnel comprise the 82nd Air-

borne Division?

144.4 What is the 82nd Airborne Division’s

motto?

144.5 What is the 82nd Airborne Division’s official

song?

144.6 In what conflicts has the 82nd Airborne Di-

vision participated?

144.7 Who have commanded the 82nd Airborne

Division?

144.8 Tell me more about 82nd Airborne Division. 145.1 Regarding John William King convicted of

murder, How many non-white members of

the jury were there?

145.2 Regarding John William King convicted of

murder, Who was the foreman for the jury?

145.3 Regarding John William King convicted of

murder, Where was the trial held?

145.4 When was John William King convicted of

murder convicted?

145.5 Who was the victim of the John William

King convicted of murder?

145.6 Regarding John William King convicted of

murder, What defense and prosecution at-

torneys participated in the trial?

145.7 Tell me more about John William King con-

victed of murder.

146.1 Regarding Pakistani government over-

thrown in 1999, Who was the leader

deposed by the overthrow?

146.2 When did the overthrown Pakistani govern-

ment overthrown in 1999 come to power?

146.3 Regarding Pakistani government over-

thrown in 1999, What group accomplished

the overthrow?

146.4 Regarding Pakistani government over-

thrown in 1999, Who was the nominal

leader after the overthrow?

146.5 Regarding Pakistani government over-

thrown in 1999, For what crime was the

deposed leader found guilty?

146.6 Regarding Pakistani government over-

thrown in 1999, Which countries formally

disapproved of the overthrow?

146.7 Tell me more about Pakistani government

overthrown in 1999.

147.1 When did Britain’s Prince Edward marries

Edward engage to marry?

147.2 Who did the Britain’s Prince Edward mar-

ries marry?

147.3 Where did Britain’s Prince Edward marries

honeymoon?

147.4 Where was Britain’s Prince Edward marries

in line for the throne at the time of the wed-

ding?

147.5 What was the Britain’s Prince Edward mar-

ries’s occupation?

147.6 Regarding Britain’s Prince Edward marries,

How many people viewed the wedding on

television?

147.7 Regarding Britain’s Prince Edward marries,

What individuals were at the wedding?

147.8 Tell me more about Britain’s Prince Edward

marries.

148.1 In what country is tourists massacred at

Luxor in 1997?

148.2 Regarding tourists massacred at Luxor in

1997, On what date did the massacre hap-

pen?

148.3 Regarding tourists massacred at Luxor in

1997, How many people died from the mas-

sacre?

148.4 At what site in tourists massacred at Luxor

in 1997 did the massacre occur?

148.5 Regarding tourists massacred at Luxor in

1997, Which terrorist organization claimed

responsibility for the massacre?
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148.6 Tourists from which countries were among

the dead? tourists massacred at Luxor in

1997 from which countries were among the

dead?

148.7 Tell me more about tourists massacred at

Luxor in 1997.

149.1 The Daily Show appears on what cable

channel?

149.2 The Daily Show parodies what other type of

TV program?

149.3 Who is host of The Daily Show? 149.4 At what time is The Daily Show initially

televised?

149.5 Who is the creator of The Daily Show? 149.6 What was the title for The Daily Show’s

2000 election coverage?

149.7 What celebrities have appeared on The

Daily Show?

149.8 Tell me more about The Daily Show.

150.1 Regarding television show Cheers, In what

year was the final episode telecast?

150.2 What network aired the television show

Cheers?

150.3 Regarding television show Cheers, Who

played Diane Chambers?

150.4 Regarding television show Cheers, Who

played Sam Malone the bartender?

150.5 What Boston bar was the inspiration for

television show Cheers’ bar?

150.6 Regarding television show Cheers, What

year was the program first broadcast?

150.7 Name supporting actors who performed in

television show Cheers?

150.8 Tell me more about television show Cheers.

151.1 How many races are part of the Winston

Cup series?

151.2 What races are part of the Winston Cup se-

ries?

151.3 Which drivers have won the Winston Cup? 151.4 What tobacco company is a sponsor of the

Winston Cup series?

151.5 On what day of the week are races for the

Winston Cup run?

151.6 What is considered the minor league for the

Winston Cup series?

151.7 Tell me more about Winston Cup. 152.1 Where was Wolfgang Amadeus Mozart

born?

152.2 When was Wolfgang Amadeus Mozart born? 152.3 What year did Wolfgang Amadeus Mozart

die?

152.4 List Wolfgang Amadeus Mozart’s operas? 152.5 Who was Wolfgang Amadeus Mozart’s rival?

152.6 How many children did Wolfgang Amadeus

Mozart have?

152.7 Tell me more about Wolfgang Amadeus

Mozart.

153.1 When was Alfred Hitchcock born? 153.2 Where was Alfred Hitchcock born?

153.3 What was Alfred Hitchcock’s first movie? 153.4 List Alfred Hitchcock movie nominations for

best director?

153.5 How many Oscar awards did Alfred Hitch-

cock win?

153.6 When did Alfred Hitchcock die?

153.7 Where did Alfred Hitchcock die? 153.8 Tell me more about Alfred Hitchcock.

154.1 What year was Christopher Reeve para-

lyzed?

154.2 How many "Superman" movies did Christo-

pher Reeve make?

154.3 Regarding Christopher Reeve, During what

years were these "Superman" movies made?

154.4 Which actress co-starred in the most "Su-

perman" movies with Christopher Reeve?

154.5 What year did Christopher Reeve commence

his theatrical career?

154.6 List titles of movies, other than "Superman"

movies, that Christopher Reeve acted in.

154.7 Tell me more about Christopher Reeve. 155.1 Hugo Chavez is president of which country?

155.2 How old was Hugo Chavez when first

elected?

155.3 Where did Hugo Chavez graduate from?

155.4 What year did Hugo Chavez graduate from

this school?

155.5 List countries visited by Hugo Chavez?

155.6 What percentage of the 2000 Presidential

vote did Hugo Chavez receive?

155.7 Who was Hugo Chavez’s opponent in his

1998 Presidential race?

155.8 Tell me more about Hugo Chavez. 156.1 Who founded NASCAR?

156.2 When was NASCAR founded? 156.3 Who took control of NASCAR from the

founder?

156.4 List winners of the NASCAR races. 156.5 How much money does NASCAR generate

from TV rights annually?

156.6 Who holds the record of career victories in

NASCAR?

156.7 What is the record career total of victories

in NASCAR?

156.8 Tell me more about NASCAR. 157.1 What was the number of member United

Nations (U.N.) of the U.N. in 2000?

157.2 How many United Nations (U.N.)on-

permanent members are in the Security

Council?

157.3 How long does a United Nations (U.N.)on-

permanent member serve on the Security

Council?

157.4 Regarding United Nations (U.N.), How of-

ten does the presidency of the Security

Council rotate?

157.5 Who was the President of the United Na-

tions (U.N.).N. Security Council for August

1999?

157.6 Who has served as Secretary-General of the

United Nations (U.N.).N?

157.7 Regarding United Nations (U.N.), Who is

the Secretary-General for political affairs?
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157.8 Tell me more about United Nations (U.N.). 158.1 Who became Tufts University President in

1992?

158.2 Over which other Tufts University did he

preside?

158.3 What was Tufts University’ endowment in

1992 when he became president?

158.4 What is Tufts University’ current endow-

ment?

158.5 How many schools make up the Tufts Uni-

versity?

158.6 Name the schools of Tufts University. 158.7 Where is Tufts University located?

158.8 Tell me more about Tufts University. 159.1 What year was Wal-Mart founded?

159.2 Who founded Wal-Mart? 159.3 List companies that have filed suits against

Wal-Mart.

159.4 How many Wal-Mart employees are there in

the U.S.?

159.5 How many stores does Wal-Mart operate

world-wide?

159.6 How many Wal-Mart outlets are there in In-

dia?

159.7 How many Wal-Mart outlets are there in

China?

159.8 Tell me more about Wal-Mart. 160.1 How many member nations are in the IMF?

160.2 List the countries that have been provided

loans by the IMF.

160.3 Which country received the largest loan ever

granted by the IMF?

160.4 What was the record loan amount granted

by the IMF?

160.5 What does IMF stand for?

160.6 When was the IMF founded? 160.7 Where is the IMF headquartered?

160.8 Tell me more about IMF. 161.1 In what city was the 1999 Baseball All-Star

Game All-Star Game held?

161.2 In what city was the 1999 Baseball All-Star

Game Game originally scheduled?

161.3 List the official sponsors of the 1999 Base-

ball All-Star Game?

161.4 What is the name of the ballpark where the

1999 Baseball All-Star Game was played?

161.5 Regarding 1999 Baseball All-Star Game,

What is the seating capacity of the ball-

park?

161.6 What was the date of the 1999 Baseball All-

Star Game All-Star Game?

161.7 Who was the Most Valuable Player (MVP)

of the 1999 Baseball All-Star Game?

161.8 Tell me more about 1999 Baseball All-Star

Game.

162.1 Myeloma is cancer in what part of the body?

Multiple Myeloma is cancer in what part of

the body?

162.2 What drug is used to treat Multiple

Myeloma?

162.3 What other form of treatment has been used

for multiple myeloma?

162.4 How many Americans develop multiple

myeloma every year?

162.5 How many deaths are caused by multiple

myeloma in the U.S. annually?

162.6 List facilities involved in the treatment of

multiple myeloma.

162.7 Tell me more about Multiple Myeloma.

163.1 Where is the Hermitage Museum located? 163.2 Along the banks of what river is the Her-

mitage Museum located?

163.3 In what year did Catherine the Great begin

buying for the Hermitage Museum?

163.4 What is the size of the Hermitage Museum

collection?

163.5 Regarding Hermitage Museum, List the

artists represented in the collection?

163.6 In what city will there be a satellite museum

for the Hermitage Museum?

163.7 Who is the director of the Hermitage Mu-

seum?

163.8 Tell me more about Hermitage Museum.

164.1 Where was Judi Dench born? 164.2 What movies did Judi Dench play in?

164.3 Who is Judi Dench married to? 164.4 How many Oscars has Judi Dench been

nominated for?

164.5 How many Oscars has Judi Dench won? 164.6 How many Tony Awards has Judi Dench

won?

164.7 In what year was Judi Dench born? 164.8 Tell me more about Judi Dench.

165.1 In what year was the Queen Mum’s 100th

Birthday celebrated?

165.2 What color was the dress that the Queen

Mum’s 100th Birthdayhe wore at her birth-

day lunch?

165.3 The the Queen Mum’s 100th Birthday

Mother received congratulatory greetings

from what Heads of State?

165.4 What was the the Queen Mum’s 100th

Birthday Mother’s birth name?

165.5 How many interviews has the Queen Mum’s

100th Birthdayhe granted the Press in her

100 years on earth?

165.6 What was her husband’s title when the

Queen Mum’s 100th Birthdayhe married

him?

165.7 What was his title when the Queen Mum’s

100th Birthday died?

165.8 Tell me more about the Queen Mum’s 100th

Birthday.

166.1 How many humans were infected with avian

flu outbreak in Hong Kong flu in Hong Kong

in 1997?

166.2 How many humans died of avian flu out-

break in Hong Kong flu in Hong Kong in

1997?

166.3 Regarding avian flu outbreak in Hong Kong,

How may chickens were slaughtered to stop

further spread of the disease to humans?

166.4 What strain of avian flu outbreak in Hong

Kong flu broke out in Hong Kong in 1997?
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166.5 What new strain of avian flu outbreak in

Hong Kong flu appeared in Hong Kong

within the next two years?

166.6 What vaccines are known to be effective

against avian flu outbreak in Hong Kong flu?

166.7 Tell me more about avian flu outbreak in

Hong Kong.

167.1 In what city is the Millennium Wheel lo-

cated?

167.2 How high is the Millennium Wheel? 167.3 What is the Millennium Wheel popular

name?

167.4 Who built the Millennium Wheel? 167.5 How many passenger capsules does the Mil-

lennium Wheel contain?

167.6 List the names of other the Millennium

Wheel structures in England?

167.7 Tell me more about the Millennium Wheel.

168.1 Approximately how many paintings has

Prince Charles’ paintings Charles com-

pleted?

168.2 What charities have benefited from the sale

or auction of his Prince Charles’ paintings?

168.3 What is the record amount ever paid for one

of his Prince Charles’ paintings?

168.4 What is Prince Charles’ paintings usual

painting medium?

168.5 What are Prince Charles’ paintings usual

subjects?

168.6 What other Prince Charles’ paintings

showed his paintings in a two-prince exhi-

bition with Prince Charles in London?

168.7 Tell me more about Prince Charles’ paint-

ings.

169.1 When did the construction of stone circles

begin in the UK?

169.2 Approximately how many stone circles have

been found in the UK?

169.3 When was stone circleshenge built?

169.4 In what county was stone circleshenge built? 169.5 What are the locations or names of other

stone circles in the UK?

169.6 What is the oldest stone circles circle in the

UK?

169.7 Tell me more about stone circles.

170.1 Regarding John Prine, How many songs are

on the album "In Spite of Ourselves"?

170.2 What John Prine song was a #1 hit for

George Strait?

170.3 In what year did John Prine have a cancer-

ous tumor removed?

170.4 For how many years did John Prine smoke?

170.5 What artists has John Prine done duets

with?

170.6 What are the titles of songs written by John

Prine?

170.7 Tell me more about John Prine. 171.1 When was Stephen Wynn born?

171.2 What company acquired Stephen Wynn’s

Mirage Resorts in 2000?

171.3 What is the name of the new Stephen Wynn

casino opened in Las Vegas in 1998?

171.4 Who was the talent manager hired by

Stephen Wynn to start new theaters, arenas

and cabarets?

171.5 What is the name of Stephen Wynn’s newest

casino in Mississippi?

171.6 Name famous artists whose works have been

purchased by Stephen Wynn or are dis-

played in his galleries.

171.7 Tell me more about Stephen Wynn.

172.1 In what city and Ben & Jerry’state did the

business begin?

172.2 What do Ben & Jerry’s and Jerry produce?

172.3 What is Ben & Jerry’s’s last name? 172.4 What is Ben & Jerry’s’s last name?

172.5 What rock band had a Ben & Jerry’s flavor

named after them?

172.6 Unilever purchased Ben & Jerry’s in 2000

for what price?

172.7 Name unusual flavors created by Ben &

Jerry’s.

172.8 Tell me more about Ben & Jerry’s.

173.1 In what country is the World Tourism Or-

ganization (WTO) headquartered?

173.2 What country was the most popular tourist

destination in 1995 according to World

Tourism Organization (WTO) reports?

173.3 Who was the director of the World Tourism

Organization (WTO) in 1996?

173.4 How many tourists visited China in 1995

according to World Tourism Organization

(WTO) reports?

173.5 What continent had the highest World

Tourism Organization (WTO) growth rate

in 1997 according to WTO reports?

173.6 The World Tourism Organization (WTO)

has held meetings in what countries?

173.7 Who has served as secretary general of the

World Tourism Organization (WTO)?

173.8 Tell me more about World Tourism Organi-

zation (WTO).

174.1 When was the American Farm Bureau Fed-

eration (AFBF) founded?

174.2 Who was president of the American Farm

Bureau Federation (AFBF) in 1999?

174.3 The American Farm Bureau Federation

(AFBF) represents how many families?

174.4 What was the total amount in disaster

aid the American Farm Bureau Federation

(AFBF) asked congress for in July 1999?

174.5 According to the American Farm Bureau

Federation (AFBF), what is the average cost

of a turkey dinner with all the trimmings?

174.6 What employees of the American Farm Bu-

reau Federation (AFBF) have been men-

tioned in the news?

174.7 Tell me more about American Farm Bureau

Federation (AFBF).

175.1 How old was repatriation of Elian Gonzales

at the time of the shipwreck?
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175.2 Who was repatriation of Elian Gonzales

staying with in Florida?

175.3 Where was repatriation of Elian Gonzales’s

father at the time?

175.4 Regarding repatriation of Elian Gonzales,

Who was the U.S. Attorney General at the

time?

175.5 On what date did repatriation of Elian Gon-

zales return to Cuba?

175.6 What are the names of repatriation of Elian

Gonzales’s relatives?

175.7 Tell me more about repatriation of Elian

Gonzales.

176.1 Name cast members of the movie "An Offi-

cer and a Gentleman".

176.2 Regarding An Officer and a Gentleman,

Who directed the movie?

176.3 Regarding An Officer and a Gentleman,

In what year did the movie win academy

awards?

176.4 Regarding An Officer and a Gentleman,

What song from the movie won an academy

award?

176.5 Regarding An Officer and a Gentleman,

Who sings the song during the final credits?

176.6 Regarding An Officer and a Gentleman,

What Florida bar was featured in the

movie?

176.7 Tell me more about An Officer and a Gen-

tleman.

177.1 What game can "Deep Blue" play?

177.2 Who won the match between Gary Kasparov

and Deep Blue in February 1996?

177.3 Regarding Deep Blue, How much money was

wagered in the 1996 match?

177.4 Regarding Deep Blue, The 1996 match con-

sisted of how many games?

177.5 Who won the match between Gary Kasparov

and Deep Blue in May 1997?

177.6 How many "moves per second" could Deep

Blue scan in 1997?

177.7 In what cities were the matches between

Deep Blue and Kasparov held?

177.8 Tell me more about Deep Blue. 178.1 How many methamphetamine labs were dis-

mantled in Arizona in 1998?

178.2 How many methamphetamine labs were dis-

mantled nationwide in the U.S. in 1998?

178.3 How much money did the Clinton Admin-

istration budget in 2000 for shutting down

methamphetamine labs?

178.4 In what Texas town did the FBI and ATF

destroy a compound killing dozens, but

found no methamphetamine labs lab?

178.5 What chemical company’s labels were found

on bottles in a methamphetamine labs lab?

178.6 In what cities or towns have illegal metham-

phetamine labs been found?

178.7 Tell me more about methamphetamine labs.

179.1 What was the date of Hedy Lamarr’s birth? 179.2 What was Hedy Lamarr name at birth?

179.3 In what city was Hedy Lamarr born? 179.4 On what date did Hedy Lamarr die?

179.5 Name movies Hedy Lamarr appeared in. 179.6 What did Hedy Lamarr invent?

179.7 Name Hedy Lamarr’s husbands. 179.8 Tell me more about Hedy Lamarr.

180.1 In what city is the Lebanese Parliament lo-

cated?

180.2 How many seats are in the Lebanese Parlia-

ment?

180.3 Who is the Speaker of the Lebanese Parlia-

ment?

180.4 Who is the Deputy Speaker of the Lebanese

Parliament?

180.5 Name members of the Lebanese Parliament. 180.6 How many years are in a term of the

Lebanese Parliament?

180.7 Tell me more about Lebanese Parliament. 181.1 What British league does Manchester

United Football Club United play in?

181.2 What is the name of the stadium in Manch-

ester United Football Club where Manch-

ester United plays?

181.3 Who is the manager of Manchester United

Football Club United?

181.4 Who is the captain of Manchester United

Football Club United?

181.5 Who is the keeper for Manchester United

Football Club United?

181.6 Who were leading players for Manchester

United Football Club United in the 1990’s?

181.7 What is the feeder club for Manchester

United Football Club United?

181.8 Which British teams has Manchester United

Football Club United played?

181.9 Tell me more about Manchester United

Football Club.

182.1 How many performers appeared at the 1998

Edinburgh Fringe?

182.2 What was the total number of performances

at the 1998 Edinburgh Fringe?

182.3 What plays were performed at the 1998 Ed-

inburgh Fringe?

182.4 In what month is the 1998 Edinburgh Fringe

Fringe held?

182.5 In what country is the 1998 Edinburgh

Fringe Fringe held?

182.6 In what year was the 1998 Edinburgh Fringe

Fringe begun?

182.7 Tell me more about 1998 Edinburgh Fringe. 183.1 On what date was Thabo Mbeki elected

president of South Africa?

183.2 Whom did Thabo Mbeki elected president

of South Africa Mbeki succeed as president

of South Africa?

183.3 What political party does Thabo Mbeki

elected president of South Africa Mbeki be-

long to?

183.4 What national leaders and spokesper-

sons sent congratulatory messages follow-

ing Thabo Mbeki elected president of South

Africa Mbeki’s election as president of South

Africa?

183.5 What was the biggest black opposition party

at the time of Thabo Mbeki elected presi-

dent of South Africa’s election?
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183.6 How old was Thabo Mbeki elected president

of South Africa Mbeki when he was elected

president?

183.7 How many seats did Thabo Mbeki elected

president of South Africa’s party win in the

election?

183.8 Tell me more about Thabo Mbeki elected

president of South Africa.

184.1 What was the date of the 1999 Chicago

Marathon?

184.2 What was the distance of the 1999 Chicago

Marathon?

184.3 Who was the men’s winner of the 1999

Chicago Marathon?

184.4 Who was the women’s winner of the 1999

Chicago Marathon?

184.5 What was the men’s winning time in the

1999 Chicago Marathon?

184.6 What was the women’s winning time in the

1999 Chicago Marathon?

184.7 Name nations represented in the 1999

Chicago Marathon.

184.8 Tell me more about 1999 Chicago Marathon. 185.1 In what city does the Iditarod Race start?

185.2 In what city does the Iditarod Race end? 185.3 In what month is Iditarod Race held?

185.4 Who is the founder of the Iditarod Race? 185.5 Name people who have won the Iditarod

Race?

185.6 How many miles long is the Iditarod Race? 185.7 What is the record time in which the Idi-

tarod Race was won?

185.8 Which companies have sponsored the Idi-

tarod Race?

185.9 Tell me more about Iditarod Race.

186.1 How many Pyramids of Egypt have been dis-

covered in Egypt?

186.2 In what city are the three Great Pyramids

of Egypt located?

186.3 What are the names of the three Great

Pyramids of Egypt?

186.4 Regarding Pyramids of Egypt, Which is the

largest pyramid ever built?

186.5 Regarding Pyramids of Egypt, What is the

height of the largest pyramid?

186.6 How old are the three Great Pyramids of

Egypt?

186.7 Name additional pyramids of Egypt. 186.8 Tell me more about Pyramids of Egypt.

187.1 In what country is the origin of the Amazon

River?

187.2 In what country is the mouth of the Amazon

River?

187.3 How long is the Amazon River? 187.4 Name tributaries of the Amazon River.

187.5 In what mountain range does the Amazon

River rise?

187.6 What is the name of the Amazon River at

its origin?

187.7 Tell me more about Amazon River. 188.1 Regarding avocados, What U.S. state is the

highest avocado producer?

188.2 Regarding avocados, What is the fat content

of an avocado?

188.3 What are the main commercial varieties of

avocados?

188.4 What countries produce avocados? 188.5 Regarding avocados, When was the first av-

ocado plant cultivated in the U.S?

188.6 Regarding avocados, What insect pest

threatens avocado crops?

188.7 Tell me more about avocados.

189.1 Regarding Joanne Kathleen Rowling, What

are the names of this author’s books?

189.2 Who publishes Joanne Kathleen Rowling

books?

189.3 How much did this publisher pay for Joanne

Kathleen Rowling first manuscript?

189.4 In what year did Joanne Kathleen Rowling

start writing her first book?

189.5 For which novel did Joanne Kathleen Rowl-

ing receive the Whitbread’s Children’s Book

of the Year award in 2000?

189.6 In what city was Joanne Kathleen Rowling

born?

189.7 In what city did Joanne Kathleen Rowling

live in 2000?

189.8 Tell me more about Joanne Kathleen Rowl-

ing.

190.1 In what city is the company H. J. Heinz

Co.eadquartered?

190.2 Who became CEO of the H. J. Heinz

Co.mpany in 1998?

190.3 Which H. J. Heinz Co.eir to the company

fortune was killed in an aviation accident?

190.4 What year was H. J. Heinz Co.einz Ketchup

introduced?

190.5 Which disease does H. J. Heinz Co.einz tout

its ketchup as helping to prevent?

190.6 What food companies H. J. Heinz Co.ave

been acquired by Heinz?

190.7 Tell me more about H. J. Heinz Co.. 191.1 What abbreviation is the International Row-

ing Federation also known by?

191.2 When was the International Rowing Feder-

ation Rowing World Cup first held?

191.3 What country won the first four over-

all International Rowing Federation Rowing

World Cup titles?

191.4 In what cities were International Rowing

Federation Rowing World Cup events held?

191.5 Who was elected president of the Interna-

tional Rowing Federation in 1989?

191.6 Regarding International Rowing Federation,

How many boats raced in the 2000 Olympic

Games in Sydney Australia?

191.7 Tell me more about International Rowing

Federation.

192.1 What does the acronym Basque ETA stand

for?

192.2 Approximately how many people has

Basque ETA killed?

192.3 What are some other Basque ETA separatist

groups?

192.4 On what date did Basque ETA announce a

cease-fire in 1998?

192.5 Regarding Basque ETA, What date will this

cease-fire begin?

192.6 What date did Basque ETA announce that

this cease-fire would end?

216



B.2. LIST OF SELF-CONTAINED QUESTIONS

ID ID

192.7 Tell me more about Basque ETA. 193.1 In what city is the World Food Program

(WFP) headquartered?

193.2 When was the World Food Program (WFP)

created?

193.3 Who was the first director of the World Food

Program (WFP)?

193.4 Who was the director of the World Food

Program (WFP) in 1997?

193.5 The World Food Program (WFP) is an

agency of what organization?

193.6 In 2000, in how many countries did the WFP

distribute World Food Program (WFP)?

193.7 What countries have donated to the World

Food Program (WFP)?

193.8 Tell me more about World Food Program

(WFP).

194.1 Where did the 1996 World Chess Super

Tournament take place?

194.2 When did this 1996 World Chess Super

Tournament conclude?

194.3 Regarding 1996 World Chess Super Tourna-

ment, How many players participated?

194.4 Who did Kasparov defeat in this 1996 World

Chess Super Tournament?

194.5 The purpose of this tournament was to help

unify what 1996 World Chess Super Tour-

nament chess organizations?

194.6 Tell me more about 1996 World Chess Super

Tournament.

195.1 What was the date of the East Timor Inde-

pendence Timor election on independence?

195.2 What percentage of the vote was for East

Timor Independence?

195.3 From what country did East Timor Indepen-

dence Timor separate?

195.4 In what year did this country invade East

Timor Independence Timor?

195.5 On what date did the International Force in

East Timor Independence Timor (INTER-

FET) enter East Timor?

195.6 Regarding East Timor Independence, What

countries contributed troops to INTER-

FET?

195.7 On what date did INTERFET turn over

control to UNTAET (U.N. Transitional

Authority in East Timor Independence

Timor)?

195.8 Tell me more about East Timor Indepen-

dence.

196.1 On what date was the Adoption of the Euro

adopted?

196.2 How many Adoption of the European Union

countries originally adopted the Euro?

196.3 Which Adoption of the European Union

countries originally chose not to adopt the

Euro?

196.4 On what date was Greece allowed to adopt

the Adoption of the Euro?

196.5 In what year is the Adoption of the Euro

scheduled to completely replace the national

currencies?

196.6 In the Danish referendum of 2000, what per-

centage of the voters rejected adopting the

Adoption of the Euro?

196.7 Tell me more about Adoption of the Euro.

197.1 What animal was the first mammal success-

fully cloned from cloning of mammals (from

adult cells) cells?

197.2 Regarding cloning of mammals (from adult

cells), What year was this animal born?

197.3 Regarding cloning of mammals (from adult

cells), At what institute was this procedure

done?

197.4 What other cloning of mammals (from adult

cells) have been cloned from adult cells?

197.5 What countries have placed restrictions on

human cloning of mammals (from adult

cells) research?

197.6 Tell me more about cloning of mammals

(from adult cells).

198.1 In what country is this Bushehr Nuclear Fa-

cility located?

198.2 What country is assisting with the develop-

ment of this Bushehr Nuclear Facility?

198.3 What other countries have signed contracts

to work on this Bushehr Nuclear Facility?

198.4 What is the claimed primary purpose of this

Bushehr Nuclear Facility?

198.5 What model reactor is being planned for this

Bushehr Nuclear Facility?

198.6 What year did work on this Bushehr Nuclear

Facility originally start?

198.7 Tell me more about Bushehr Nuclear Facil-

ity.

199.1 In what year was Padre Pio born?

199.2 Where was Padre Pio born? 199.3 What year did Padre Pio die?

199.4 How old was Padre Pio when he died? 199.5 In what city is Padre Pio’s tomb?

199.6 What year did Padre Pio first receive the

stigmata?

199.7 Regarding Padre Pio, List other saints who

have had the stigmata?

199.8 Tell me more about Padre Pio. 200.1 In what city was Frank Sinatra born?

200.2 What year was Frank Sinatra’s first perfor-

mance?

200.3 What was Frank Sinatra’s first recording?

200.4 When did Frank Sinatra die? 200.5 How old was Frank Sinatra when he died?

200.6 Name Frank Sinatra children? 200.7 Tell me more about Frank Sinatra.

201.1 When was William Shakespeare born? 201.2 Where was William Shakespeare born?

201.3 When did William Shakespeare die? 201.4 How old was William Shakespeare when he

died?

201.5 How many sonnets did William Shakespeare

write?

201.6 How many plays did William Shakespeare

write?

201.7 What plays did William Shakespeare write? 201.8 Tell me more about William Shakespeare.
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202.1 Where was Cole Porter born? 202.2 What year was Cole Porter born?

202.3 What year did Cole Porter die? 202.4 What musicals did Cole Porter compose?

202.5 What was Cole Porter’s last Broadway

show?

202.6 How many songs did Cole Porter write?

202.7 What was Cole Porter’s first professional

musical?

202.8 Tell me more about Cole Porter.

203.1 What position is Nissan Corp. among

Japanese automakers?

203.2 Who is president of Nissan Corp.?

203.3 In what countries does Nissan Corp. manu-

facture vehicles outside of Japan?

203.4 In what city is Nissan Corp. headquartered?

203.5 What is the Nissan Corp. luxury car? 203.6 What was Nissan Corp. formerly known as?

203.7 Tell me more about Nissan Corp.. 204.1 Who founded the Church of Jesus Christ

of Latter-day Saints (Mormons) of Jesus

Christ of Latter-day Saints?

204.2 In what year was the Church of Jesus Christ

of Latter-day Saints (Mormons) founded?

204.3 Where did the Mormon Church of Jesus

Christ of Latter-day Saints (Mormons) be-

gin?

204.4 How many members does Church of Je-

sus Christ of Latter-day Saints (Mormons)

have?

204.5 Regarding Church of Jesus Christ of Latter-

day Saints (Mormons), Name elected gov-

ernment officials who are Mormon?

204.6 Where is the capital of the Mormon Church

of Jesus Christ of Latter-day Saints (Mor-

mons)?

204.7 Regarding Church of Jesus Christ of Latter-

day Saints (Mormons), How many temples

are in operation worldwide?

204.8 Tell me more about Church of Jesus Christ

of Latter-day Saints (Mormons).

205.1 On what island is Mt. 1991 eruption of

Mount Pinatubo?

205.2 In what month did 1991 eruption of Mount

Pinatubo erupt?

205.3 Regarding 1991 eruption of Mount

Pinatubo, How many people were killed?

205.4 Regarding 1991 eruption of Mount

Pinatubo, How many people were evacu-

ated?

205.5 How long had Mt. 1991 eruption of Mount

Pinatubo been dormant?

205.6 Regarding 1991 eruption of Mount

Pinatubo, What other volcanoes are in

the Philippines?

205.7 Tell me more about 1991 eruption of Mount

Pinatubo.

206.1 When did the Johnstown flood occur? 206.2 How many people perished in the Johnstown

flood?

206.3 How much water fell on Johnstown flood? 206.4 What dam caused the Johnstown flood?

206.5 Regarding Johnstown flood, How old was

the dam?

206.6 In what state is Johnstown flood?

206.7 Regarding Johnstown flood, What other

U.S. states have had dam failures?

206.8 Tell me more about Johnstown flood.

207.1 The Leaning Tower of Pisa of Pisa began to

be built in what year?

207.2 How long did it take to build the Leaning

Tower of Pisa of Pisa?

207.3 What is the tilt angle of the Leaning Tower

of Pisa of Pisa?

207.4 How much was the Leaning Tower of Pisa of

Pisa straightened in the 1990’s?

207.5 What was the cost of preservation of the

Leaning Tower of Pisa of Pisa?

207.6 How high is the Leaning Tower of Pisa of

Pisa?

207.7 Name other Leaning Tower of Pisa towers? 207.8 Tell me more about Leaning Tower of Pisa.

208.1 How old is the Great Wall of China? 208.2 How long is the Great Wall of China?

208.3 How long was Great Wall of China used as

a defense?

208.4 Under which dynasty was the Great Wall of

China built?

208.5 In what cities has the Great Wall of China

been found?

208.6 Tell me more about Great Wall of China.

209.1 Where did Carolyn Bessette Kennedy grow

up?

209.2 Which high school did Carolyn Bessette

Kennedy go to?

209.3 Which college did Carolyn Bessette

Kennedy go to?

209.4 Who was Carolyn Bessette Kennedy married

to?

209.5 When was Carolyn Bessette Kennedy mar-

ried?

209.6 On what date did Carolyn Bessette Kennedy

die?

209.7 Who were Carolyn Bessette Kennedy family

members?

209.8 Tell me more about Carolyn Bessette

Kennedy.

210.1 What government position did Janet Reno

assume in 1993?

210.2 What position did Janet Reno have imme-

diately prior to 1993?

210.3 Where was Janet Reno father born? 210.4 Where did Janet Reno grow up?

210.5 Who was Janet Reno top Deputy Attorney

in 1999?

210.6 What disease was Janet Reno diagnosed

with in 1995?

210.7 List universities that Janet Reno visited? 210.8 Tell me more about Janet Reno.

211.1 What year was Patsy Cline inducted into

the Hollywood Walk of Fame?

211.2 Who was Patsy Cline married to?

211.3 What year did Patsy Cline die? 211.4 How did Patsy Cline die?
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211.5 What movie was based on Patsy Cline life? 211.6 What was the name of Patsy Cline pro-

ducer?

211.7 What songs did Patsy Cline record? 211.8 Tell me more about Patsy Cline.

212.1 What year was Barry Manilow born? 212.2 How many times has Barry Manilow mar-

ried?

212.3 What is the name of the musical that Barry

Manilow wrote about the Harmonistas?

212.4 What music school did Barry Manilow at-

tend?

212.5 For what female singer was Barry Manilow

the musical director and pianist in the 70’s?

212.6 What record label did Barry Manilow sing

for in 2000?

212.7 List the songs Barry Manilow recorded? 212.8 Tell me more about Barry Manilow.

213.1 What was Meg Ryan’s name at birth? 213.2 Who was Meg Ryan married to?

213.3 When did Meg Ryan meet her husband? 213.4 What movies did Meg Ryan star in?

213.5 In what movie did Meg Ryan own a book-

store?

213.6 Who was Meg Ryan male lead in that

movie?

213.7 In what movie did Meg Ryan own a party-

planning business?

213.8 Tell me more about Meg Ryan.

214.1 Where was the 2000 Miss America Pageant

held?

214.2 Which TV network aired the 2000 Miss

America Pageant?

214.3 What was the date of the 2000 Miss America

Pageant?

214.4 Who was crowned Miss America 2000 Miss

America Pageant?

214.5 What state was Miss America 2000 Miss

America Pageant from?

214.6 How many judges were in the 2000 Miss

America Pageant?

214.7 Who were the five finalists in the 2000 Miss

America Pageant?

214.8 Tell me more about 2000 Miss America

Pageant.

215.1 Where was the 1999 Sundance Film Festival

held?

215.2 What is the name of the artistic director of

the 1999 Sundance Film Festival?

215.3 When was the 1999 Sundance Film Festival

held?

215.4 Which actress appeared in two 1999 Sun-

dance Film Festivals shown at the festival?

215.5 Which 1999 Sundance Film Festival won the

Dramatic Screen Play Award at the festival?

215.6 Which 1999 Sundance Film Festival won

three awards at the festival?

215.7 List films shown at the 1999 Sundance Film

Festival.

215.8 Tell me more about 1999 Sundance Film

Festival.
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