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Abstract—With its rapid users growth, Twitter has become
an essential source of information about what events are
happening in the world. It is critical to have the ability to
derive the topics from Twitter messages (tweets), that is, to
determine and characterize the main topics of the Twitter
messages (tweets). However, tweets are very short in nature
and therefore the frequency of term co-occurrences is very
low. The sparsity in the relationship between tweets and terms
leads to a poor characterization of the topics when only the
content of the tweets is used. In this paper, we exploit the
relationships between tweets and propose intLDA, a variant
of Latent Dirichlet Allocation (LDA) that goes beyond content
and directly incorporates the relationship between tweets. We
have conducted experiments on a Twitter dataset and evaluated
the performance in terms of both topic coherence and tweet-
topic accuracy. Our experiments show that intLDA outperforms
methods that do not use relationship information.
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I. INTRODUCTION

With around 350 thousands Twitter messages (tweets) per

minute at the time of writing1, Twitter has become one of

the best places on the Internet to get an understanding of

what is happening in the world. With such rapidly-changing

information, the ability to derive the most important topics

from Twitter data is critical to provide an effective way to

navigate through the data and explore the information.

In this paper we aim to determine the most important top-

ics of a Twitter dataset by performing topic derivation. For

the purposes of this paper, topic derivation of a collection of

tweets is the process of determining the main topic of every

tweet and characterizing the main topics of the collection of

tweets by listing their most important words.

Unlike traditional documents with lengthy and structured

content, a tweet is limited to 140 characters. Additionally, a

tweet could include expressions in informal language, such

as emoticons, abbreviations, and misspelled terms. Given

their short-text nature, deriving topics from tweets is a

challenging problem. The very low co-occurrences between

terms will heavily penalize the topic derivation process.

Because of this sparsity problem, conventional methods for

topic derivation such as Latent Dirichlet Allocation (LDA)

[1], PLSA [2] or NMF [3] do not work well in the Twitter

environment, as they focus only on content.

1http://www.internetlivestats.com/twitter-statistics/

Several studies in the literature address the sparsity

problem on microblogging environments. For example, [4]

and [5] presented a content expansion method based on an

external document collection. Relying on external resources,

this approach would become difficult to deal with a highly

dynamic environment like Twitter. The study of [6] exploited

the semantic features of Twitter content by building the term

correlation matrix, but this still potentially suffers from the

sparsity problem since the term co-occurrences in Twitter

are very low.

The limitations of those methods have inspired us to go

beyond content to address the sparsity problem. We inves-

tigate the possibility of incorporating the social interaction

features in Twitter. Studies by [7] and [8] show that social

interaction features in Twitter play an important role on both

topic quality and credibility.

We propose a new method, intLDA, that uses the con-

tents of tweets and specific relationships between tweets

to perform topic derivation. In this paper, we define the

relationships between tweets as the interactions based on

users (mentions), actions (reply and retweet) and content

similarity. Our analysis and experimental results show that

our proposed method can significantly outperform other

advanced methods and configurations in terms of topic

coherence and cluster quality. The main contribution of the

paper can be summarized as follows:

• We observe that tweets are related to each other through

both interactions and content features. Our analysis

reveals that a matrix of tweet relationships have a higher

density than one based on term-to-term or tweet-to-term

relationships.

• We develop a novel extension of the LDA method,

intLDA, which incorporates the tweet relationships into

topic derivation. Our proposed intLDA method can

effectively determine and characterize the main topic

of each tweet.

• We conduct comprehensive experiments on a Twitter

dataset, using widely accepted topic derivation metrics.

The experimental results demonstrate significant im-

provements over popular methods such as LDA, Plink-

LDA [9] and NMF. We also discuss an implementation

of a simple variation to LDA that takes into account

tweets relationships (eLDA) and show that intLDA is
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of both topic quality and its credibility. In the approach

presented here, we use the interactions between tweets as

means to address the sparsity problem to achieve better topic

coherence and higher topic quality.

Owing to the social networking nature of Twitter, there

are various relationships on the Twitter platform. Twitter

provides a following-follower mechanism to connect users,

so that all followed users’ tweets will be shown on a user’s

home page. In addition, Twitter offers several interactive

features enabling users to interact with each other through

tweets, such as mention, reply, retweet and hashtag. These

features have made Twitter a network of not only people but

also information. In this paper, we define the relationships

between tweets as the interactions based on users (mentions),

actions (reply and retweet) and content similarity.

Mention and reply are helpful methods for initiating or

joining a conversation in Twitter. Intuitively, all tweets

belonging to the same conversation have a high probability

of sharing the same or similar topic even if no terms co-

occur in their content. A mention, denoted as ’@’ followed

by a user name, directly refers to another user. In contrast,

a reply is used to send out a message in reply to a specific

tweet. In a reply tweet, the user name of the original tweet’s

author is included in the message.

Different from the mention and reply relations, a retweet

is a re-posting of someone else’s tweet. This can be used

to further disseminate a tweet, for example to ensure one’s

followers see it. Since a retweet has many words in common

with the original tweet, the term co-occurrence between the

two tweets (original and reteweet) will be high, and both

tweets are likely to share a topic.

To capture the interactions in Twitter, we classify the

interactions based on people po(i, j) and on actions act(i, j).
Let pi be the number of people mentioned in tweet i. Then,

po(i, j) uses the mention relationship and is defined as the

number of common mentioned people in tweets i and j,

normalized by the number of people involved in both tweets.

po(i, j) =
|pi ∩ pj |

|pi ∪ pj |
. (1)

act(i, j) is determined by the retweet and reply relations

between two tweets. If tweet i is a retweet or reply of tweet j
or vice-versa, or if both tweets are replying or retweeting the

same tweet, the act(i, j) value will become 1, otherwise 0.

Generally speaking, an act(i, j) value of 1 means that two

tweets have a strong relationship with each other, and most

likely they share the same topic.

act(i, j) =

{

1, (rtpi = j) or (i = rtpj) or (rtpi = rtpj)

0, otherwise

(2)

where rtpi stands for the retweet or reply information in a

tweet i.

Table I: Comparison of the density between the relationships

of tweet-to-tweet (R), term-to-term (T), and tweet-to-term

(W)

# of tweets # of terms R T W

5K 6119 32.93% 0.37% 0.13%

10K 9103 32.07% 0.29% 0.09%

15K 11973 32.88% 0.24% 0.07%

20K 14283 32.67% 0.22% 0.06%

25K 16121 32.64% 0.21% 0.05%

There are many self-contained tweets in the Twitter plat-

form, where a tweet does not have any references (mention,

reply or retweet relation) to another tweet [12]. We thus

also include content based interactions in the relationship

between tweets for the purposes of topic derivation. We use

content similarity (sim(i, j)) between two tweets i and j to

measure the content based interaction. In this paper we will

simply use the word overlap between i and j. Thus, if Wi

denotes the set of words of tweet i after preprocessing the

text as described in Section V-A, then:

sim(i, j) = |Di ∩Dj |. (3)

We can now formalize the relationship between tweets i
and j (Rij) based on their interactions (based on people,

actions and content), as shown in Equation 4:

Rij =











1 if po(i, j) > 0 or act(i, j) > 0

or sim(i, j) > 0

0 otherwise .

(4)

Table I compares the density between the relationships

of tweet-to-tweet (R), term-to-term (T), and tweet-to-term

(W) from a Twitter dataset. The table shows that the rela-

tionship between tweets has the highest density by a large

margin. Adding information about tweet relationships can

thus dramatically decrease the sparsity of information.

IV. INCORPORATING TWEET RELATIONSHIPS INTO LDA

In this section, we discuss our method of incorporating

the tweet relationships into the LDA process. We present

two LDA implementations which directly incorporate the

relationships. We first discuss the basic LDA method, then

a simple method we call eLDA, our naı̈ve way of expand-

ing the tweet content by adding the new content from

the related tweets. We then present our proposed method

intLDA, another variant of LDA that directly incorporates

the relationships between tweets.

A. Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation (LDA) was presented by Blei

et al. [1]. This method is used to automatically discover the

topics from a collection of documents, with the intuition that

every document exhibits multiple topics. LDA models the
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words of a document as generated randomly from a mixture

of topics where each topic has a latent distribution of word

probabilities. The documents and their words are generated

according to the following generative process:

1) For each document d, draw a topic distribution θd,

which is randomly sampled from a Dirichlet distribu-

tion with hyperparameter α. (θd ∼ Dir(α))
2) For each topic z, draw a word distribution φz , which

is randomly sampled from a Dirichlet distribution with

hyperparameter β. (φz ∼ Dir(β))
3) For each word n in document d:

a) Choose a topic zn sampled from the topic distri-

bution θd. (zn ∼ Cat(θd))
b) Choose a word wn from p(wn|zn, β), a multi-

nomial probability conditioned on the topic zn.

(wn ∼ Cat(φzn))

B. eLDA: expanding tweet content based on tweet relation-

ship

From the generative process shown in previous subsection,

we can see that LDA works solely on the tweet content,

without incorporating the relationships that may exist be-

tween tweets. It has a ”bag of words” assumption where

the order of the words in the documents does not have

any effect on the topic derivation process. When dealing

with short texts such as tweets, term co-occurrences amongst

tweets can be low, which hurts the topic derivation process.

A naı̈ve way of improving the LDA method is to augment

the tweet content to increase the term co-occurrences. While

expanding the content of the tweets using external docu-

ments seems to be ideal [4], the method would become

difficult to deal with Twitter’s highly dynamic environment,

as already mentioned. Furthermore, the language used in

tweets is mostly informal, and therefore the words occurring

in a tweet may not easily match those terms in external

corpora.

A simple, intuitive use of the tweet-relationship matrix

R consists in expanding the tweet content by adding the

words from the related tweets (tweets with the observed

tweet relationships discussed in section III). In this approach,

we add only words that are not already occurring in the

original tweet. Our implementation of this content expansion

is denoted as eLDA in this paper. A possible drawback of

this method is that the added words might not be related to

the tweet, therefore introducing noise.

C. intLDA: incorporating the tweet relationship to improve

the tweet-topic distributions

In LDA, each tweet i defines a multinomial distribution

θi of topics. The global tweet-topic distribution θ can be

learned based on the observed words present in each tweet

through a Markov Chain Monte-Carlo algorithm such as

Gibbs sampling [13].

Since working only on content makes LDA suffer from

the sparsity problem, we extend the model to directly

incorporate the observed relationships between tweets R in

the process of learning θ. We use R to add an additional

constraint to the θ distributions, so that if two tweets are

related, then the θ of those two tweets will be simultaneously

adjusted based on the sampled topic.

The difference between LDA and intLDA is in the pro-

cess of sampling the tweet-topic distribution using Gibbs

sampling. In each iteration of Gibbs sampling, LDA updates

the document-topic counts of each tweet i independently of

each other. In contrast, intLDA updates the document-topic

counts of tweet i, as in LDA, but in addition it updates the

document-topic counts for the sampled topic z of all tweets

j that are related to i as defined by Ri,j . In other words, the

estimation of the document-topic distribution θi for tweet i
is affected by information from related tweets.

The posterior probability used to estimate the parameters

in the Gibbs sampling is shown in equation 5.

P (z(d,t)|z−(d,t),W,R, α, β) =
P (z(d,t), z−(d,t),W,R, α, β)

P (Z−(d,t),W,R, α, β)
(5)

where z(d, t) denotes the z hidden topic of the nth word

token in the dth tweet, W is the vocabulary, and R denotes

the relationship between tweets. In Algorithm 1, the differ-

ence between LDA and intLDA is the addition of lines 14

to 16.

Algorithm 1 intLDA Gibbs Sampling

INPUT: tweets t, number of tweets D, number of topics K
OUTPUT: topic assignments z and counts cdt, cwt and ct

1: randomly initialize z and increment counters

2: for i = 1→ D do

3: for l = 1→ Ni do

4: w ← ti,l
5: topic← zi,l
6: cdti,topic− = 1; cwtw,topic− = 1; cttopic− = 1
7: for k = 1→ K do

8: pk = (cdti,k + αk)
cwtk,w+βw

ctk+β×W

9: n topic← sample from p
10: zi,l ← n topic
11: cdti,n topic+ = 1;
12: cwtw,n topic+ = 1;
13: ctn topic+ = 1
14: foreach j such that Rij == 1 do

15: cdtj,topic− = 1
16: cdtj,n topic+ = 1
17: return z, cdt, cwt, ct

V. EXPERIMENTS

In this section, we discuss the details of our experiments,

including the experimental dataset, the baseline methods and
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the evaluation metrics, and the results.

A. Dataset

For the experiments, we use Twitter messages collected

from 03 March 2014 to 07 March 2014 using the Twitter

public stream API 2. Our experiments deal with only English

tweets. Our data set includes 729,334 tweets involving

509,713 users, 12,221 reply tweets and 101,272 retweets.

A preprocessing step was performed against the test

dataset by removing all irrelevant characters (e.g., emoti-

cons, punctuations) and stop words, and performing spelling

correction and lemmatization using NLTK python packages.

For the purposes of evaluation, around 20% of the tweets

were manually labeled as the training set (one label/topic

for every tweet).

B. Baseline Methods

We evaluate eLDA and intLDA against the following

alternatives.

• LDA. This is a straight use of LDA [1].

• Plink-LDA. This is a variant of LDA that uses relation-

ships between documents as prior information for topic

derivation [9]. This variant of LDA is thus closest to

our approach. However, the implementation of the prior

information in the topic sampling process seems to have

no direct impact on the document topic distributions, as

the sparse relationship between content and vocabulary

still has a higher negative effect on the quality of the

topics. For the purpose of this evaluation, we use our

observed tweet relationships as the link information

between tweets.

• NMF. This is a popular algorithm of Non Negative

Matrix Factorization that factorizes a tweet-term matrix

into tweet-topic and topic-term matrices [3].

C. Evaluation Metrics

We evaluated both the quality of tweet-topic distributions

and the coherence of words in the topics.

As mentioned in Section II, for each tweet we chose

the topic with highest value in the topic distribution. We

subsequently clustered the tweets by their chosen topic

and compared the clusters against the clusters generated

by our manually labeled training set. We used pairwise F

Measure and Normalized Mutual Information (NMI) metrics

to compare the clusters with the annotations.

The pairwise F-Measure [14] computes the harmonic

mean of both precision p and recall r.

F = 2×
p× r

p+ r
. (6)

where precision p is calculated as the fraction of pairs of

tweets correctly put in the same cluster, and recall r is the

fraction of actual pairs of tweets that were identified.

2https://dev.twitter.com/streaming/overview

NMI [15] measures the mutual information shared be-

tween tweet-topic clusters and the training set I(K;C),
normalized by the entropy of the clusters H(K) and training

set H(C). The value of NMI ranges between 0 and 1 (higher

is better).

NMI(K,C) =
I(K;C)

[H(K) +H(C)]/2
. (7)

To measure the coherence between words in a topic, we

adopt the metric defined in equation 8, in which Co(k,W ) is

the measurement of topic coherence for a topic k described

by its topic-terms in W [16].

Co(k,W ) =

M
∑

m=2

m−1
∑

l=1

log
T (wm, wl) + 1

T (wl)
(8)

where wm, wl ∈ W ; T (∗) and T (∗, ∗) are document fre-

quency and co-document frequency functions, representing

the number of tweets which contain a given term or a pair

of terms respectively; M is the size of the set W of topic-

terms.

D. Discussion

We have conducted experiments on several possible setups

for all the methods. We set the number of the topics starting

from 20 (k = 20, 40, 60, 80, 100) to assess the performance

of the methods for a different number of topics. For every

value of k, we ran the algorithms over the dataset 30 times

and noted the mean of each evaluation metric. In each

experiment, we retrieved the 10 words with highest values in

the topic probability distribution as the representative words

for the topic.

Figure 2 shows that intLDA presents a significant im-

provement of F-measure in comparison to the other methods

for every evaluation setup. The method of expanding the

tweet content (eLDA) also provides an improvement over

the straight LDA method, Plink-LDA and NMF. However, the

performance of eLDA remains below that of intLDA. This

suggests that incorporating the observed tweet relationships

directly in the Gibbs sampling process is more robust to

noise than introducing words from the related tweets.

The noise from expanded content on the eLDA method

has a big impact on the entropy. As shown by Figure 3, the

eLDA method has the worst performance due to a higher

entropy of information. In the NMI evaluation, our proposed

method intLDA gives the best result over the other baseline

methods. Plink-LDA is the next best method, showing that

incorporating the relationships between tweets can produce

higher mutual information than straight LDA.

Our evaluation of the topic coherence for each method

(Table II) confirms the results of the F-measure of cluster

quality. A higher topic coherence value means that the topic

is more readable [16]. Table II shows that intLDA always

performs best on any number of topics. The expanded eLDA
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is an extension of LDA that incorporates the relationship

information directly in the Gibbs sampling process.

We have conducted several experiments of topic derivation

on a Twitter dataset. Our experiments demonstrate that the

defined relationships between tweets are helpful to improve

the quality of the topic derivation result. Our evaluation

results show that intLDA consistently outperforms eLDA,

Plink-LDA and other methods that do not incorporate re-

lationship information.

The relationships intLDA takes into account are based on

the interactions of people, actions and content similarity be-

tween tweets. We are currently investigating more complex

social features to observe their effects on topic derivation.

Having achieved an improvement over LDA, Plink-LDA and

NMF, we will also extend the study to incorporate the tweet-

relationships for topic derivation in a real-time situation

using an online and incremental version.
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